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Monday 11/11/13, 09:00-11:00  

1. Introduction to Categorical Data 
We start with a brief review of some well-known and less-known discrete probability 
distributions for categorical data, including the binomial,  multinomial and Poisson distributions. 
We then introduce the concept of likelihood function and discuss the general method of 
maximum likelihood for parameter estimation. By exploiting the large sample properties of ML 
estimators, we develop the Wald, likelihood ratio, and score tests for drawing statistical inference 
for the parameters of these distributions. 
 
Monday 11/11/13, 15:00-17:00  

2. Contingency Tables and Their Inference 
We describe contingency tables for categorical variables, discuss their probability structure, and 
compare proportions. Odds ratio and parameters of association are defined. We also introduce 
the delta method and use it to derive the standard errors of various estimators. Pearson and 
likelihood ratio chi-squared tests are discussed. Small-sample tests of independence (Fisher’s 
exact test) are developed. 
 
Tuesday 12/11/13, 09:00-11:00 

3. Generalized Linear Models 
We describe the various components of a generalized linear model (GLM). We develop the    
maximum likelihood and maximum quasi-likelihood methods of estimation. We discuss the 
inference and model checking for fitting generalized linear models. 
 
Tuesday 12/11/13, 15:00-17:00 

4. Logistic and Probit Regression 
We consider fitting GLMs for binary data, in particular, fitting logistic and probit regression 
models. How to interpret logistic regression is presented. Logit models with categorical predictor 
and multiple logistic regression are also described. 
 
Wednesday 13/11/13, 09:00-11:00 

5. Building and Applying Logistic Regression Models 
We discuss strategies in model selection. We conduct statistical inference and model checking 
for logistic regression, Effects of sparse data are presented. 



 
Wednesday 13/11/13, 15:00-17:00 

6. Logit Models for Multinomial Responses 
We describe multicategory logit models. We consider logit models for nominal responses and 
cumulative logit model for ordinal responses. Discrete-choice multinomial logit models are also 
discussed. 
 
Monday 18/11/13, 09:00-11:00  

7. Loglinear Models for Contingency Tables 
We discuss loglinear models for two-way tables, independence and interaction in three-way 
tables. Loglinear model fitting and inference are described. Loglinear models for higher 
dimensions and the loglinear-logit model connection are also discussed. 
 
Monday 18/11/13, 15:00-17:00  

8. Models for Matched Pairs 
We consider conditional logistic regression for binary matched pairs. We describe methods for 
comparing dependent proportions and for measuring agreement between observers. 
 
Tuesday 19/11/13, 09:00-11:00 

9. Modeling Clustered Responses (Repeated Measures) 
We consider modeling and analyzing repeated categorical response data by comparing marginal 
distributions. We describe maximum likelihood approach and generalized estimating equations 
(GEE) approach for marginal modeling. We also compare marginal models with conditional 
models. 
 
Tuesday 19/11/13, 15:00-17:00 

10. Generalized Linear Mixed Models for Categorical Responses 
We describe random effects modeling for clustered categorical data. Random effects models for 
both binary and multinomial data are discussed. Multivariate random effects models for binary 
data are also introduced. 
 
Wednesday 20/11/13, 15:00-17:00 

11. Alternative Estimation Methods for Categorical Data 
We describe and discuss some alternative methods for analyzing categorical data. These methods 
include smoothing, regularization, and Bayesian methods. 
 

Wednesday 20/11/13, 15:00-17:00 
12. Spectral Analysis for Categorical Time Series 

We describe the frequency domain analysis of categorical time series and discuss the scaling of 
categorical time series. We introduce and discuss the spectral envelope for categorical time 
series. 


