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Abstract

The aim of this paper is to empirically investig#ie relationship between exchange-
rate regime and economic growth, building on undeg theoretical examination and
shortcomings of empirical literature. The natuikr hypothesis implies that the best that
macroeconomic policy can hope to achieve is piiability in the medium-term. An attempt
to over-stimulate economy, by expansionary monegajcy or currency devaluation will
result in higher rate of inflation, but no increasaeal economic growth (Goldstein, 2002).
Hence, as a nominal variable, exchange-rate regmght not affect long-run economic

growth.

Many studies argue that the linkage between regimaegrowth exists, but the sign of
influence is ambiguous. Theoretically, channelsodigh which regime might influence
growth could be distinguished at: i) level of untaerty imposed by certain regime, which
than affects trading and investment decisiongeijime as shock absorber; iii) its linkage to
productivity growth, which usually interferes withinancial development. However,
academicians dispute that not only certain reginfferdntly affects growth through these
channels, but also no consensus is reached onigheokinference when one channel is
considered (Levy-Yeyati and Sturzenegger, 2002; sBhet al. 1997; Eichengreen and
Leblang, 2003). Empirical research offers divergestilt though. While one group of studies
found that a peg stimulates growth, another grauzitded the opposite holds; third group

concluded no relationship or inconclusive resulike empirical literature is, however,
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criticized because of: measurement error in regiclassification; appropriateness of growth
framework; endogeneity of exchange-rate regimearather regressors; Lucas critique — if
parameters change when regime switches; sampletisaldias (big- and diversified-enough
sample) and survivor bias (excluding high-inflateisodes) (Petreski, 2008).

Applying dynamic system-GMM panel estimation on X@funtries over the period
1976-2006 and addressing all shortcoming of theirapliterature, this paper finds that the
exchange-rate regime is not statistically significen explaining growth. The conclusion is
robust to dividing the sample on developing versdganced countries and considering two
sub-periods. In all specifications, the exchange-reegime does not even approach
conventional significance levels. Observation dgdaversus de-jure regime matters neither.
No empirical grounds were established that coeiffits in the regression suffer the Lucas
critique. Hence, the main conclusion is that, asiinal variable, the exchange rate regime

does not have explanatory power over growth.
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1. Introduction

The aim of this paper is to test the relationstepween the exchange-rate regime and
economic growth. The natural-rate hypothesis insplieat the best that macroeconomic
policy can hope to achieve is price stability ie tmedium-term. In terms of exchange-rate
policy, the nominal exchange rate can not be usdaé¢p unemployment rate away from its
natural level on a sustained basis. Therefore,t@mat to over-stimulate the economy, by
expansionary monetary policy or currency devalumatial result in higher rate of inflation,
but no increase in real economic growth (Goldst2d2). Hence, as a nominal variable, the
exchange rate (regime) might not affect the long-@aonomic growth. However, there is no

unambiguous theoretical evidence what impactstbkRange-rate target exhibits on growth.

Many studies argue that the linkage between reginaegrowth exists, but the sign of
the influence is blurred. The channel through which regime might influence growth is
trade, investment and productivity. Theoreticalsidarations relate the exchange-rate effect
on growth to the level of uncertainty imposed kxible option of the rate. However, while
reduced policy uncertainty under a peg promotermnronment which is conductive to
production-factor growth, trade and hence to ouytmutch targets do not provide an
adjustment mechanism in times of shocks, thus &itimg protectionist behaviour, price
distortion signals and therefore misallocationexfaurces in the economy. Consequently, the

relationship remains blurred and requires in-deptipirical investigation.

The empirical research offers divergent result gouwVhile one group of studies
found that a pegged exchange rate stimulates grawtie a flexible one does not, another
group concluded the opposite holds. Moreover, altgroup of studies came up with no
effect or inconclusive results. The latter coulddibe to a measurement error in the exchange-
rate regimes’ classifications, divergences in meagiexchange-rate uncertainty or sampling
errors. A big part of the studies focuses on tharmpater of the exchange-rate dummy, but
does not appropriately control for other countrgeltteristics nor apply appropriate growth
framework. Also, the issue of endogeneity is nettied at all or inappropriate instruments
are repeatedly used. Very few studies disgraceaysmall attention to the capital controls,
an issue closely related to the exchange-rate eegima only one study puts the issue in the
context of monetary regimes. Overall, the empiriealdence is condemned because of

growth-framework, endogeneity, sample-selectios biad the so-called peso problem.



This paper aims to establish the relationship beitwexchange-rate regime and output
(growth and volatility) by considering the theocali arguments and by accounting for all
drawbacks present in the current literature. Itestigates data for 169 countries over the
period 1976-2006. We find that the exchange raggnre is not significant in explaining
output growth. No empirical grounds were establistoe the coefficients in the regression as
suffering from the Lucas critique. Observing twd-seriods or developing countries only
led to the same conclusion — the insignificance¢hef exchange-rate regime. Using the de-
facto versus de-jure classification of exchangeesratid not matter in that respect.
Specifically, although the de-facto classificatiaccounts for the actual behaviour of the
exchange rate, including any capital controls amgl @evaluation or crises episodes, which
were all apparent in the developing, including $raon, economies during 1990s and early
2000s, the conclusion is the same — the excharigeregime does not affect economic
growth, no matter the classification, observed tipexiod or level of development of
countries. The duration of peg is also not of imigace. The duration and developing-
countries group was especially considered for theod 1991-2006, with numbers of
episodes of devaluation and currency crises, whiere expected to have played a role in

affecting growth. However, these expectations pidweorrect.

The paper is organized as follows. The next seciimestigates the theoretical
channels through which the exchange-rate regimenhtmadfect growth and particularly
focuses on how it might affect production factonsl dence growth. It then summarizes all
studies published on the relationship between exgdtaate regime and growth, focusing on
their possible flaws. Section three pursues theireap strategy, with special focus on the
approach toward the issues not captured in theerutiterature. Section four portrays the
data and offers some descriptive statistics. Sedti@ describes the methodology. Section

six presents the results and offers discussionld38tesection concludes the paper.

2. Theoretical overview and literature review
2.1. Does exchange-rate pegging matter for growth?

A narrow part of the academic literature (Dometcal, 2004b; Levy-Yeyati and
Sturzenegger, 2002; Moreno, 2000 and 2001; Edwardd_evy-Yeyati, 2003; Husakt al.,
2004; De Grauwe and Schnabl, 2004; EichengreenLahthng, 2003; Baillivet al., 2003)

investigates thexchange-rate regime’s effect on economic growmbwever, investigation



of the relation between peg and growth has evokediderably less research, compared to
the research on the relation between peg andionlatprobably due to the fact that nominal
variables are typically considered to be unreléeldnger-term growth performance” (Levy-
Yeyati and Sturzenegger, 2002, p.2). In that lBeldstein (2002) argues that the natural-rate
hypothesis implies that the best that macroeconguiy can hope to achieve is price
stability in the medium-term. In terms of exchamgte policy, the nominal exchange rate can
not be used to keep unemployment rate away fronmataral level on a sustained basis.
Therefore, an attempt to over-stimulate the econdmgyexpansionary monetary policy or
currency devaluation will result in higher rateioflation, but no increase in real economic
growth (Barro and Gordon, 1983). Hence, as a ndmnveawdable, the exchange rate (regime)
might not affect the long-run economic growth. T¥hdas no unambiguous theoretical
evidence what impacts the exchange-rate regiméd#xion growth.

Economic theory does not noticeably articulatenidi @#ow the exchange-rate regime
and particularly the exchange-rate peg affects troimstead, arguments typically focus on
its impact on investment and international tradevyl-Yeyati and Sturzenegger (2002) argue
that the linkage between regime and economic grewitts, but the sign of the influence is
blurred. Advocates of pegs usually highlight that the reducedoolicy uncertaintyand
lowered interest-rates variability, this strateggmotes an environment which is conductive
to trade, investment and, hence, growth. Gylfagfl0Q) explains that the macroeconomic
stability (certainty) imposed by pegging promoteseign trade, thus “stimulating economic
efficiency and growth over the long haul and rasing inflation, which is also good for
growth” (p.176). Fixing the exchange rate may eadhbkter output growth in the medium
and long run by supporting greater openness tonatenal trade. Also, the latter may spur
growth by easing technology transfer, thus aidhegygroductivity growth, and which in turn
is boosted by promoting greater openness (Moredd1)2 De Grauwe and Schnabl (2004)
argue that there will be higher output growth undgreg because of two factors: first, the
eliminated exchange-rate risk which stimulatesititernational trade and the international
division of labour; second, a credible fix promotestainty, as argued above, thus lowering
the country risk-premium embedded in the interagt.rLow interest rates in turn stimulate

consumption, investment and growth.

Nilsson and Nilsson (2000) explore the impact eféichange-rate regime on exports
for developing countries. They argue that for depilg countries, export-led growth is the

spiritus movensfor overall development, on one hand, while on tiker, developing



countries’ exporters are severely affected by emghaate misalignments and volatility. That
is to say, they are additionally harmed as to thmarket power and thus motivated to change
export quality. Brada and Mendez (1988) furtherpéeethis hypothesis. They argue that
apologists of pegs assert that flexible rates d=ptiee volume of international trade in two
ways: either through the exchange-rate uncertaiioty conducting foreign trade, or
throughout erecting trade barriers as a reactiothéincreased exchange-rate volatility.
Likewise, Domacet al. (2004b) point out that because of the uncertamgyosed, a floating
regime may hamper international trade. However,stimae papers emphasize the efficiency
of floats in correcting balance of payments diskopi@ as their advantage, which in turn will

enable internal stability to be achieved quicker.

The preceding notions are related to the exchaaige-risk which stems from
allowing the rate to float. This risk is restrainedh an exchange-rate target, completely with
a currency board or irrevocable peg or consideralitly an exchange-rate band or crawling
peg/band. Then the relation between an exchange-tatget and trade could be
straightforward: a stable macroeconomic environn@woimotes bilateral trade. However,
Viaene and de Vries (1992) argue that such a stifaigvard assumption of a negative link
between uncertainty and trade may not be apprepriscause agents might amplify their
incentives to trade more under intensified exchaage fluctuations, depending on their risk
aversion. Dellas and Zilberfarb (1995) found a sigant positive link between exchange-
rate variability and trade growth; however theyramkledged that (exporters’) risk-aversion
matters. Namely, a low level of risk aversion coultply positive effect; nevertheless a
developed forward market could be helpful and sexseshock absorbers by supplying a
variety of hedging instruments. If exporters arevided with an efficient vehicle for hedging
exchange-rate risk such as forward markets, ineteasxchange-rate volatility could
ultimately have positive effects (Bailliet al., 2003). However, such instruments are
unavailable in developing markets. Furthermore padtes of pegs blame floats for throwing
bewilderment at the international market as toetkgorters’ competitiveness (Grubel, 2000),
consequently promoting recourses’ misallocation If@pn, 2000) and in that manner

harming growth.

In line with what has been said for the relatiopsbetween regime and trade, Bohm
and Funke (2001) suggest that the channel throuplchwthe exchange-rate regime
influences investment is the level of uncertainthat is, when the latter is reduced,

investment is increased and therefore, new-joketiore and output (Bohm and Funke, 2001).



The degree to which the concept of uncertainty segoby the exchange-rate regime is
essential, is the concern of the study of Dixit§2P who states that instability leads to
disinvestment or puts off already planned investmenthe same line of thinking, Krugman
(1991; cited in Bohm and Funke, 2001) affirms tledidb that exchange-rate volatility will
“warm up” the reasons for taking on “a ‘wait ana’sattitude towards both investment and
trading decisions” (p.3). In sum, the literaturkates the exchange-rate regime to investment
via the uncertainty imposed by the former. Howevenffers negligible evidence of this
relation which could be ascribed to the fact tlmat tlecision to invest internationally, or to
engage in the international capital flows, is dejem not only on the exchange-rate system
and the perception of uncertainty, but on othesppbly more real factors as well (Crowley
and Lee, 2003).

Bailliu et al. (2003) argue that regime’s influence on growthldde direct, through
the regime’s effect oshock adjustment®r indirect, througlnvestment, international trade
and financial sector developmefite first effect is channelled by “dampening onpéifying
the impact and adjustment to economic shocks” §),3Bws allowing a flexible rate to
enable fast and easy accommodation and absorptioaggregate economic shocks.
Consequently, “when the adjustment to shocks isosinen, one would expect the growth to
be higher, given that the economy is, on averagerating closer to capacity” (p.385). This
could stimulate protectionist behaviour, distorpeate signals and therefore misallocation of
resources in the economy (Levy-Yeyati and Sturzgeeg2002). However, Nilsson and
Nilsson (2000) argued that exchange-rate volatilitgder flexible option of the exchange rate
could be the one that stimulates erecting tradadvay hence, the literature is not consensual
on this issue. McKinnon and Schnabl (2003), asxamgle, illustrate that before the Asian
crisis of 1997/98 the exchange-rate stability agfatine US dollar contributed to low inflation
and the sound fiscal position. The resulting staixlgectations then promoted investment and
boosted long-term growth, which has become knowrhasEast Asian miracle. But the

miracle came to an end because it was inefficieabisorbing shocks!

Friedman (1953) explains that flexible rates aclasorbers of external shocks; under
exchange-rate peg, the adjustment is channelledghrthe change in the relative price level.
But, in a world of Keynesian prices, the adjustnisrlow, thus creating an excessive burden
in the economy and ultimately harming growth. Ferthore, under perfect (or at least high)
capital mobility, interest rates changes produgh ldosts for the economy, in attempts to

defend a peg when the currency is under attackeF{2001), in that regards, explains that in



modern times, free capital across borders makes pegustainable, leading to severe

recessions in times of crisis.

The indirect effects for the relationship betweenhange-rate regime and trade and
investment mentioned by Bailliet al. (2003) were established above. In general, thedow
the uncertainty warranted by pegging the currertlog, higher the trade and investment.
However, the more risk averse the traders, the mdlietrade when the exchange rate is
volatile. Moreover, the peg does not provide a dwuffnechanism when shock hits the
economy. The buffer could be nevertheless fourtienevel of development of the financial
system. The latter is closely related to peg’satffen productivity growth. Ghoshkt al.
(1997), Garofalo (2005) and Collins (1996) all dedh the relationship between the peg and
growth. The first paper argues that a peg enhameestments, but a float produces faster
productivity growth. Reverting to the productionn@ion and specifically to the Solow
model of growth, output growth could be promotednk of theproduction factors (labour
and capital) or the total factor productivityor all three, increase. Therefore, if there is
considerable evidence that an exchange-rate tgmgehotes investment, then the lower
output under a peg has to be associated with slpmeiuctivity growth. Moreover, a part of
the spurred productivity growth under more flexiblgion of the exchange rate is associated

with faster growth of the international trade.

The peg’s impact on productivity growth is espdgis@mphasised in emerging
markets, where credit markets appear to be thirweder, the ultimate effect of the peg
channelled through productivity growth remains eacl For instance, Aghioet al. (2005)
argue that an aggregate external shock, under ana@gmits into real activity and causes a
higher share of the firms in the economy to expeegecredit constraints, given the under-
developed financial market. Suppose that produzmnsdecide whether to invest in short-run
capital or in a long-term productivity-enhancing niige. Typically, the long-term
productivity-enhancing investment creates highednier liquidity in order to face medium-
term idiosyncratic liquidity shocks, the latter migi stemming from the aggregate shock that
hit the economy. With perfect credit markets, tleeassary liquidity is always supplied, but
this is no longer the case when credit marketsiraperfect. The liquidity shock is only
financed when the firm has enough profits, becaung profitable firms can borrow enough
to cover their liquidity costs. A negative aggregshock, by making all firms less profitable,
makes it less likely that the liquidity needs ofar them will be met. As a result, a fraction

of the potentially productivity-enhancing long-termvestments will go to waste, with



obvious consequences for growth. A main implicat®rnhat firms in countries with better
financial markets will deal better with the aggregshock, and therefore will tend to go more
for long-term investments, which in turn should @exte higher aggregate growth, while the
shock in developing markets will result in distogireal activity and lower productivity

growth.

In conclusion there are some theoretical chanresugh which the exchange rate
regime affects growth: i) uncertainty imposed ie #tconomy and its effect on investment
and trade; ii) shock-adjustment mechanism, thelle¥dinancial development and their
interference with productivity growth. However, @titions in which the regime may impinge
on productivity, investment, trade and thus, ondbgut growth are ambiguous. Hence, the
relationship between the exchange-rate regime emwltly becomes an empirical issue and is
further debated in the next sections.

2.2. Evaluating the empirical evidence of the grdwdffects of exchange-rate

regimes

Since economic theory does not reveal clear founasifor the relationship between
the exchange-rate target and economic growth, sbigei becomes empirical. However, the
few published empirical studies have also indicati@rgent results. These are summarized
in table 1 at the end of this section and reviea®the section proceeds. The methodological
approach of the studies is the criterion througlctvithese are examined in this section.

Two classic papers, Baxter and Stockman (1989) Muoaddell (1995) compare
growth between the two periods: the period of tlRed exchange rate system and the one
under the generalized floating in the US and fdabeoregions. The first study concluded that
exchange-rate arrangements do have little effedherkey macroeconomic variables. The
second found that the former period of fixed ratelsieved better performance in all respects,
including the real per capita growth. However, simaple comparison does not proceed with
an econometric analysis which would discover sigaift causal relationships. Ghostal.
(1997) provides a descriptive analysis (means daddard-deviation comparisons across
regimes) of the growth performance under altereategimes in 145 IMF-member countries
for 30 years after 1960 and found a slightly higB&P growth under a float (1.7% under
floating compared to 1.4% under a peg). The stuolycleides that as investment rates
contributed two percentage points of GDP, thendier output growth under a peg must be



a result of a slow productivity growth. Higher pumtivity growth under a float also
supported the growth of external trade. However #vidence is not overwhelming.
Surprisingly, growth appeared to be the highest)(@ftler an intermediate regime (soft pegs
of managed float). Switching to a floating regimesulted to improved growth by 1
percentage points (p.p.) in three years. Moren®@2@001) in his two studies, also using
descriptive statistics, measured how the regimméhdehaviour) affected GDP growth and
volatility on a sample of 98 developing countriesl &ast-Asian countries, respectively, over
the period 1974-1999. His work supports the vieat tieal growth used to be higher under a
peg by 1.1 p.p. and 3 p.p, respectively. The difiee is robust to excluding the periods of
currency crises preceded by a peg and excludingtdpe1% high-inflation episodes.
However, Moreno accounts for the so-called survibas (excludes sharp devaluation
episodes which could be attributed to policies a@elbpvhile pegging) and finds that the
growth difference between regimes significantly raess. Both studies do not provide
sufficient evidence that growth is a causal eftddhe exchange-rate regime; in addition, as
the growth of investment and output are oppositteurcertain regimes, the study prescribes
the result on productivity, which is the residuaawever, there are no any figures to confirm
neither this nor an explanation of how the exchanage regime effect might be channelled to

productivity.

Levy-Yeyati and Sturzenegger (2002) examined tlseieiswith a sample of 183
countries in the post-Breton-Woods era (1974-200€))g a pooled regression, estimated by
OLS applied to annual data. The study presentsnanmal-growth framework, necessary to
examine the exchange-rate regime effect on groaviti,consistent with both the neoclassical
and endogenous-growth models: the growth beingnatifon of state and control variables.
The former accounts for initial conditions and oo the neoclassical framework; the
latter capture differences in steady-state level®ss countries. In an endogenous-growth
model, an economy is assumed to always be ingtedgtstate, and therefore the explanatory
variables capture differences in steady-state draates. The specification can be used to
explain either what determines differences in fttaorsal growth rates across countries as
they converge to their respective steady statess(stent with a neoclassical framework), or
what determines differences in steady-state graatids across countries (consistent with an
endogenous-growth framework). We will return to grewth framework in sections 4 to 6.
Levy-Yeyati and Sturzenegger (2002) used the vhasalsted in table 1; population variable

controls for the size of the economy, as the chofoexchange-rate regime is expected to be

10



related to size. Specifically, the study tests #féect of hard pegs, explaining that
conventional pegs (which might exhibit flexibilityo limited extent) may fall short of
credibility and thus making the strong commitmenter hard pegs necessary. Findings for
developing countries are that a peg is likely toabsociated with slower growth; however,
the conclusion does not hold for industrial cowsriEdwards and Levy-Yeyati (2003) and
Husainet al. (2004) use the same growth specification as in Péeyati and Sturzenegger
(2002) to investigate the same issue. The firddystovestigated the period 1973-2000 over
183-country sample and using de-facto classificatid found that countries with fixed
exchange-rate regimes have had a lower rate ofgg@ta growth ranging between 0.66 and
0.85 p.p. per year, than compared with a flexilelgime. The second study investigated the
period 1970-1999 over 158-country sample usingude-gxchange-rate regimes and found
that neither pegs harm growth nor flexible ratgspsut growth. Husaiet al's (2004) study

is very weak on robustness checks.

Because of possible simultaneity between growtfopaance and the exchange-rate
regime, Levy-Yeyati and Sturzenegger (2002) useeasible generalized two-stage IV
estimator. As instrument, they use the predictddevaf the exchange-rate dummy from a
formerly estimated logit model, whereby countryt®eomic size, land area, island dummy,
level of reserves and a regional exchange-rate duarmused as regressors. Yet, the authors
point out that endogeneity, if found to exist, niglke weaker for growth than for inflation in
respect to exchange-rate regime, due to the geme@iclusiveness of the channels through
which exchange-rate regime might influence growthe findings strengthen the negative
causation originating from the peg to growth, tlee relationship is robust to estimation
allowing for the endogeneity. However, the regressentering the logit regression might
directly enter the growth regression and will sitaneously allow for correction of potential
endogeneity of the other growth determinants. Hted is not assumed to be the case. The
other two studies, although aware of the issueat@llow for endogeneity in their empirical

work.

The hypothesis that exchange-rate regime affecwtyris investigated by Garofalo
(2005) for the case of Italy over the period 188848, with the same variables as in Levy-
Yeyati and Sturzenegger (2002). The study use®tte technique to estimate the specified
regression and results indicate that Italy expesdnthe highest growth rates under some
form of intermediate regime. To correct the potnéindogeneity bias stemming from the
direction of the link between growth and peg, Galwf(2005) utilized two-stage IV

11



estimation with heteroskedasticity consistent stathcerrors and the estimation suggested

that pegging slows growth rather than low growthgasts imposing a peg.

Dubaset al. (2005) regress per capita growth on a set of grawetfitrol variables
(listed in table 1) and a set of exchange-rate di@srfor 180 countries in the period 1960-
2002. The study utilizes random-effects panel estion and finds that the highest growth
rates are associated with de-facto fixers, whigiegence, on average, 1% faster growth than
de-facto floaters. The conclusion is statisticaignificant for the non-industrial countries
only. The same conclusion applies when the exchemtgedummies are replaced with an
indicator for the exchange-rate stability. Howewbg study does not report the coefficients
on the control variables, which is important fonswmlering if the growth model is suitable for
such analysis; also, there are no robustness chldaks might confirm the stability of the
obtained coefficients, at least for the variablésinterest. However, the study makes a
pioneering approach to the issue if the distincbetween de-jure and de-facto exchange-rate
regime matters for growth. The evidence that suisindtion matters for industrialized
countries is scarce, but some important insightsnfan-industrial economies are found:
countries that de-jure float, but de-facto pegestmated to grow at 1.12% above countries
that de-facto and de-jure float; countries thajude-and de-facto peg are estimated to grow
at 0.64% above countries that de-facto and defjaat. In conclusion, countries displaying
fear of floating experience significantly higherrqpapita growth. The study does not take
into account the sample-selection problem by nponng whether these results could be
assigned to the exchange-rate regime itself orotnesother factors. Namely, the sample
might be biased towards countries that have expezd currency crises, which would have
led to severe economic outcomes. The latter in, tounrs the relationship regime — growth.
Moreover, the stud does not treat the potentiabgedeity bias.

Huang and Malhorta (2004) examine the relationgl@fveen exchange-rate regime
and growth by paying attention on two aspects: argb-rate-regime classification and
differentiation between developing and developednemies. They augment earlier
approaches with the classification issue and aehiiem de-facto classification of exchange-
rate regimes. In addition, the differentiation bk tlevel of development should help in
demystifying if financially underdeveloped economigeed a credible anchor, whereas the
latter does not matter for developed economies. Stuely uses 12 developing Asian
countries and 18 advanced European economies beepdriod 1976-2001. No special

cautions are considered when constructing the sanipltilizes descriptive statistics and
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regression variables as presented in table 1; saintbe minimally-needed variables for
credible regression are missing, which might leadmission variables bias and, hence,
further proliferation of the endogeneity bias, hess those could also interfere with the
exchange-rate dummy (like inflation, populationtiee political indicator). Findings suggest
that the exchange-rate regime matters for devedjppaonomies: fixed and managed floating
regimes outperform the others in terms of growtbwever, for advanced economies, no
significant regularity is discovered. Albeit theidy makes considerable effort to highlight
the importance of the proper classification of megg and models advanced versus
developing economies in separate regressions, satite criticism remains. The growth
framework used is weak: the independent variabtetuded do not coincide with the
conventional persuasion of what basically detersiigeowth. No diagnostics checking is
offered and the R-squared is very low. Robustnéesks are also weak and endogeneity

seems to be further proliferated instead of beorgected.

The study of Bleaney and Francisco (2007) also patysntion to the regime
classification. It utilizes de-facto classificaticarried out by previous studies, including 91
developing countries over the period 1984-2001.yTiegress the growth rate on its lagged
value, exchange-rate dummies and time dummies awtud® high inflation-periods.
Findings are that pegs are associated by signtficatower growth than soft pegs or floats.
However, no theory-consistent growth framework ppleed; there are many insignificant
variables, suggesting that the specification mightfer from high level of colinearity;
endogeneity is not considered; robustness cheaksatr offered. It could be argued, the
study cannot see the forest from the trees: it paysiuch attention on the classification

schemes and too little to other important issues.

A different approach that opts to address the problthat undermine the robustness
of the previous findings is carried out by Don@a@l. (2004b). At an outset, they accentuate
that the effect of the regime on growth could nat hdependently revealed if
macroeconomic fundamentals and institutional amarmgnts are not considered. Also, the
study criticises previously mentioned studies (aggkentially all studies published on the
topic) for their failure to capture the changeegnession parameters when the exchange-rate
regime switches and hence to reflect the Lucagjost In addition, as the sample-selection
problem is not addressed in these earlier studiasd the choice of the exchange-rate regime
depends on macro-fundamentals and is not randowmrpadet al. (2004b) argue that the

error term in a standard equation would be comdlavith the regime choice and thus
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parameters would be biased. Addressing this istuges will address the endogeneity

problem.

They trial several investigations of the link intigated in this section, but their
findings are inconclusive. However, the technigppli@d deserves some attention since it is
alone in the literature to address the outlinedudéss Namely, the study analyses the
relationship between exchange-rate regime and Yrowith a switching regression

technique by a specifying separate regression for eachmegi

Y, =XB+u, if v, <Zy+a,; i1=1.1l, (1)
Y. =XB,+u, if Zy+ta <v,<Zy+a,, i=1l.l, (2
Y, =XBy+tu, if v,>Zy+a,, i=1.l, (3)

Where y; is i.i.d. N~(Og); vjj is i.i.d. N~(0,1); cov@;v;)=cy; j=1,2,3; a;, a,, and y are
parameters which are obtained by ordered-probitcgmh. Equations (1)-(3) correspond to

different regimes. The same set of independentbbas is employed in each equation in

order to test the equality of parameters acrossneg)

The regime is determined by the realization ofnmadly distributed random variable

v, which is not observable. However, the expectedevafy; , given the value ob, , could

ij o

be derived with appropriate density and cumulativemal distribution functions. Given that,

the ultimate equations are as follows:

Y, = XiB —o,h; +e (4)
Y, = XiB, —o,h,; +e, %)
Y, = XiB; —o,,h,; +ey (6)

The X matrix includes: fiscal balance; the change inrhlization index; inflation and other

initial factors (as specified in table 1). The mosportant test in this estimation is the one
that tests the hypothesis of no different outputcamnes and variances among different
regimes (H: B, =B, =B,=0, g, =0,, =0, =0) against the alternative hypotheses that
all these differ from zero. Based on the empirieults, the study does end up with the
inference that there is no particular exchange+regéne being superior to another in terms
of growth performance. However, the study suggdsts there is an association between
exchange-rate regime and growth but the strengtheotoefficient is found to be different
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under different exchange-rate arrangements. Nolesthethe low explanatory power of the
regression does not offer firm conclusions aboatlik between exchange-rate regime and

growth.

The technique pursued by Domeical. (2004b) is rare in the exchange-rate regime
literature. However, in terms of robustness of ltgsit provides sufficient superiority over
techniques which employ exchange-rate dummiesdnaed-form equations. In particular, as
the authors emphasize, these coefficient estinfatehe exchange-rate dummy variable are
intended to reveal the effect of the applied exgearate regime on growth. But, in times of
regime switch, the coefficients associated withigyolariables also change — an aspect
mentioned at the very beginning of this study afdrred to as the Lucas critique. In light of
this, the approach of Domat al. (2004b) is superior over the other approaches m®dels
each regime in a separate regression allowingifoe-variant estimates of the effect of the
independent variables. While this technique diyeatldresses the sample-selection problem
(the biasness of the regime choice), by a modeltihghe different regimes in separate
equations, it also addresses the endogeneity Bsspecifying constant covariance between
the error term in the structural equation and themally distributed random variable whose
realization determines the exchange-rate regimeeftleeless, some caution in interpreting
the results are needed: the study uses de-jursifdation, a short time period (less than 10
years for the majority of countries in the 1990%)l 22 transition countries. Hence, albeit the
results might be applicable for transition econ@nithe exchange-rate-regime effect on

growth in general remains ambiguous.

De Grauwe and Schnabl (2004) carried out a growgdehinvestigation of 10 CEE
countries for the period 1994-2002. To the standatdf variables explaining growth (ehich,
however, lack the initial conditions; see table they added a measure of exchange-rate
stability. The endogeneity issue (but not the sansplection one) is removed by utilizing
GMM technique; GMM uses a full set of valid lags aff endogenous and exogenous
variables as instruments. The technique howevsuperior to Domaet al's (2004b) as it
may create more effective instruments. In this wttlde real growth of EU and the dummy
for the Russian crises are assumed to be exogendulg, all the others are endogenous.
Additional variables (like openness, export cong@mn to EU and a measure for the
volatility of the official reserves) could be usaslinstrumental variables. Without attempting

an exhaustive explanation of results, this studggests that the exchange-rate pegging
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promotes growth in the CEE countries, the reswdtagomore significant than studies that use

all-country samples.

Considering the endogeneity problem when investigahe effect of the exchange-
rate regime on growth, Eichengreen and Leblang3pDb¥estigated the issue on a sample of
21 countries over the period 1880-1997. They ustumental variables and dynamic panel
estimators which contain internal instruments tanilate bias arising from possible
endogeneity of the independent variables. The iedégnt variables used are given in table
1; averages over 5-year period are used; howeuverg of the standard-growth-regression
variables are still missing. The study advancesigbee of the inclusion of the economy in
the global capital markets, approximating it by ameny variable for capital controls.
However, the study is problematic in another wayudes long period within which the
international monetary environment has been subpjectnsiderable change: the effect of the
generalized pegging under Bretton Woods and thgiegiging today on growth might be
different (due to capital restrictions, say). Alsoe sample could be biased towards countries
that use a flexible or floating rate but are depelb because of other reasons. The overall
finding is that pegged economies perform worse tltanpared to flexible-rate ones by 5.2 to
8.6 p.p. per annum in terms of per capita growtlevéitheless, these findings seem

considerably high; in that line, the results arembust.

Distinct from previous studies, Baillet al's (2003) research turns the focus from the
exchange-rate regime to another important aspetiteoktory, that is, thenonetary-policy
frameworkapplied along with the exchange-rate regime. Tdmentuate their belief that the
exchange-rate anchor is a monetary anchor simulteshg thus providing firm grounds for
appropriate assessment of the link regime-growth. tke other hand, intermediate and
floating regimes might be associated with weak nemyeregimes which will reflect upon the
mentioned relationship. Explicitly, Bailliet al. (2003) assessed the impact of regime on
growth on a panel data set of 60 countries ovep@er973-1998 using the dynamic GMM
technique in order to correct the endogeneity arasthe correlation between the unobserved
country-specific effects and the explanatory vdeab The variables included are those
identified in the other studies; these are averagest 5-year period. The exchange-rate
regime is averaged as well, grouped into peggedrnrediate and floating regime, but then
augmented with the monetary regime: pegged; intéigme without anchor; intermediate
with anchor; floating without anchor; floating withnchor. However, averaging the

exchange-rate regime might hide valuable infornmagibout regime switches, hence blurring
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the ultimate objective and findings of the studgilBu et al. (2003) found that if a regime is
accompanied by a monetary policy anchor, it “exgr positive influence on economic
growth”, regardless of its type (Baillet al.,2003, p.398). On the contrary, when there is no
monetary anchor, a regime other than peg destgrotsth. At this point, the study is very
ambiguous, nevertheless. In general, the exchaatgeanchoring is a monetary-policy
framework by itself and thus the study is uncleartioese issues. If the exchange rate is
pegged, than itself is an anchor. If it is not (aged float, say), than an inflation target will
enhance growth. On balance, peg supports growth, effiect of a flexible regime is
dependent on the monetary anchor. This is howeder and asks for further empirical
investigation. Moreover, some of the implicit tays (defined in this study as no-anchors)
use several indicators for controlling inflationdathus might be more efficient in their

endeavour.

The next table summarizes the studies above.
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Table 1. Summary-table of the empirical research othe exchange-rate regime effect on growth

Study Data and ER Model Technique Endogeneity Result Other problems
sample classification (Peg and Growth)
Baxter and 1946-1984; | Only sub- Descriptive analysis Averages and - NO EFFECT Unconditional
Stockman 49 countries | periods of standard deviations No systematic relationship | analysis
(1989) general fixing between real aggregates and
and general exchange rate system
floating
considered
Mundell 1947-1993; | Only sub- Descriptive analysis Average growth | - POSITIVE Unconditional
(1995) US, Japan, | periods of rates between two Considerable higher growth | analysis
Canada, EC, | general fixing sub-periods under generalized pegging
other Europe | and general
floating
considered
Ghoshet al. 1960-1990; | De-jure Descriptive analysis Means and standard INCONCLUSIVE Unconditional
(1997) 145 countries| supplemented deviations Slightly higher growth under | analysis; no evidence
by comparison across a exchange-rate floating of whether ERR
categorizing ERRs regime; affects productivity;
non-floating Growth the highest under soft causal relationships

regimes by the
frequency of

peg or managed float

and the effect on
productivity only

the parity assumed
changes
Moreno (2000| 1974-1999; | De-facto Descriptive analysis Means and standard POSITIVE Unconditional
and 2001) 98 classification deviations Higher growth under a peg by analysis
developing comparison across 1,1 p.p and 3 p.p respectivel
countries ERRs in both studies. The
East-Asia difference narrows when
countries survivor bias considered
Levy-Yeyati 1974-2000; | De-facto Pooled regression; Real growth = f oLS 2SLS to correct for NEGATIVE
and 183 countries (inv/GDP; ToT; GC; political instability; endogeneity; Logit NO RELATION
Sturzenegger initial per capita GDP; population; openness; model estimated and | Slower growth under a peg
(2002) secondary enrolment; regional dummies and predicted values used | for developing countries; No

exchange-rate dummies)

as instruments

association for developed

countries
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Edwards and | 1974-2000; De-facto Pooled regression; Real growth = f FGLS Not treated NEGATIVE
Levy-Yeyati 183 countries (inv/GDP; GC,; political instability; initial Lower growth under fixed
(2003) per capita GDP; population; openness; regime then compared to
secondary enrolment; regional dummies and flexible
exchange-rate dummies)
Husainetal. | 1970-1999; | De-jure Pooled regression; Real growth = Fixed effects panel Lagged values of thg INCONCLUSIVE Weak robustness
(2004) 158 countries f(investment ratio; trade openness; terms ¢f exchange-rate dummy| Pegs do not harm growth, byt checks; Classification
trade growth; average years of schooling; tax used as an instrument| flexible rates do not deliver | issues
ratio; government balance; initial income/Us growth rates
income; population growth; population size;
exchange rate dummies)
Garofalo 1861-1998; | De-facto Simple regression; Real growth = f oLs 2SLS to correct for INCONCLUSIVE Weak robustness
(2005) Italy (inv/GDP; ToT; GC; political instability; endogeneity; Logit Highest growth under soft checks
initial per capita GDP; population; openness; model estimated and | peg or managed float
secondary enrolment; regional dummies and predicted values used
exchange-rate dummies) as instruments
Dubaset al. 1960-2002; De-facto Random-effects panel regression; Random-effects Not treated POSITIVE No robustness or
(2005) 180 countries| versus de-jure | Real per capita growth = f(initial year GDP|, estimation De-facto fixers, on average, | diagnostics checking.
especially initial year population; population growth; have 1% higher growth than| Other variables not
considered investment to GDP; secondary education de-facto floaters; de-jure reported if in line
attainment; a political indicator of civil floaters - de-facto fixers grow with theory.
liberties; trade openness; terms of trade; at 1,12% above de-facto and
dummies for transitional economies; de-jure floaters. Conclusions
regional dummies for Latin America and significant for non-
Africa; time-specific dummies; exchange- industrialized economies
rate dummies) only.
Huang and 1976-2001; | De-facto Panel regression; oLs Not treated INCONCLUSIVE Weak growth-
Malhorta 12 Per capita growth = f(Financial crisis; NO RELATION framework; no
(2004) developing Openness; Government consumption; Initigl For developing economies, | robustness checks
and 18 GDP; Fertility rate; Secondary school fixed and managed float
developed enrolment ratio; exchange-rate dummies) outperform the others in
countries terms of growth; for
developed economies, no
relationship revealed
Bleaney and | 1984-2001; | De-facto Growth = f(growth[-1]; exchange-rate oLSs Not treated NEGATIVE Very weak growth
Francisco 91 dummies; time dummies) Growth is slower under moreg specification; no
(2007) developing rigid exchange-rate regime | robustness checks
countries
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Domacet al. | 10 years De-jure Growth = f (budget balance, lagged Switching Address endogeneity | INCONCLUSIVE Weak growth
(2004b) (1990s, liberalization index, inflation, years under | regression “through the There is an association ERR} specification. Small
different communism, share of industry, urbanizatiantechnique assumption of constant growth, but the strength is period and small
period for share of CMEA trade) covariance between thedifferent for different ERRs | sample; does not
each error term in the account for de-facto
country); 22 structural equation and exchange-rate
transition the normally behaviour.
countries distributed random
variable whose
realization determines
the exchange rate
regime”.
De Grauwe 1994-2002; | De-facto Real growth = f(inv/GDP, export, fiscal GLS Not treated POSITIVE Weak growth
and Schnabl | 10 CEE balance/GDP, short-term capital flows/GDP, ER peg does not reduce specification. Short
(2004) countries real growth of EU-15, ER dummy) economic growth time period and small
sample
Eichengreen | 1880-1997; | De-jure Real per capita growth = f(Per capita ineomDynamic GMM and| The technique NEGATIVE Weak growth
and Leblang | 21 countries as a share of US income; primary and IV estimators generates internal More flexible exchange rateg specification. De-jure
(2003) secondary enrolment rates; capital controls instruments, but they | associated with faster growth classification and
and exchange-rate dummy) also run probit model sample selection;
of the exchange-rate weak robustness
dummy to obtain fitted
values, which are then
used as instruments.
Bailliu et al. 1973-1998; | De-jure and Real per capita growth = f(initial growth; Dynamic GMM Internal lags generated POSITIVE Weak on robustness
(2003) 60 countries | de-facto, but | investment-to-GDP; secondary schooling; by the technique itself.| ERR exercised by any check
the latter more | real government share of GDP; trade-to- monetary anchor positively
important in GDP; M2-to-GDP; private sector credit-to- affects growth; otherwise,
terms of GDP; domestic credit-to-GDP; gross private ERR other then peg destructs
findings capital flows-to-GDP; exchange-rate growth

dummies)
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The review of the studies above found that wheoegsgroup of studies found that a
pegged exchange rate stimulates growth, while miblle one does not, another group
concluded the opposite holds. Moreover, a thirdugrof studies came up with no effect or
inconclusive results. The latter could be due tmeasurement error in the exchange-rate
regimes’ classifications (Levy-Yeyati and Sturzegey 2002), divergences in measuring
exchange-rate uncertainty (Du and Zhu, 2001) omp$ambias (Huang and Malhorta, 2004).
A great part of the studies focuses on the paranoétihe exchange-rate dummy, but do not
appropriately control for other country charactiss nor apply appropriate growth
framework (Bleaney and Francisco, 2007). Also,isisee of endogeneity is not treated at all
or inappropriate instruments are repeatedly usadhifl and Malhorta, 2004; Bleaney and
Francisco, 2007), whereas all published studieshentopic, except one, do not treat the
Lucas critique al all. Very few studies pay attentto the capital controls, an issue closely
related to the exchange-rate regime and only ondysputs the issue in the context of
monetary regimes. Du and Zhu (2001) add that redtdim many empirical studies differ
among counties when the same method of examin&i@pplied and even for the same
country at different points of time.

Concluding this section, an overall critique of titerature examining the relationship
between exchange-rate regime and growth is offese&oldstein (2002), whose assertion
might be helpful: as a nominal variable, the exgiearate (regime) does not affect the long-
run economic growth. In addition, the empiricaldance is condemned because of growth
framework, endogeneity bias, classification issnd ahanging parameters under regime
switch. Moreover, in the majority of studies, paedens in the regressions are time-invariant
which might be problematic, because conditions loa world capital market changed,
especially since the end of the Breton-Woods system

3. Background of the empirical analysis
3.1. Empirical issues for modelling

Previous sections portrayed the theoretical backgtmf the issue to be empirically
examined here — the relationship between the exgheate regime and output. Although the
possible channels through which the relationshiy mark were established, still there is no
agreement on whether and how the exchange-ratmeegffects growth. Empirical research
has also come to no conclusion. This section lrieflviews problems with previous
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research, with the objective being to resolve/antéar these issues in the empirical analysis

that follows in this study.

Firstly, the investigation of the relationship beem exchange-rate regime and output
depends on the growth-modelling framework employdae growth equation needs to reflect
recent advances in the literature, considering nesights from the neoclassical and
endogenous-growth theories. More importantly, tmewgh equation should encompass
macroeconomic fundamentals and institutional aeamnts. Also, important concepts
related to exchange-rate regime, like capital adsitmeed to be considered. A country with
the same exchange-rate rigidity, but differencescapital controls might have different
results in terms of growth. Once the theoreticatkgeound of the growth equation is
justified, it can be augmented by measures of engihaiate regime. Robustness checks

should confirm the soundness of the growth fram&wor

Secondly and equally importantly, the specified piliag framework should reflect
the Lucas critique. Specifically, it has been adhuesection 2 and by Domast al. (2004)
that when the exchange-rate regime changes, ttiscom@s in the growth regression are not
invariant to this switch. Addressing the Lucasigué requires capturing this change. A brief

discussion of the Lucas critique is offered in mecB8.3.

Third, a measurement issue emerges in such an saaljhe classification of
exchange-rate regimes matters. Broader discussiaffered in section 3.4, but this study

does not opt for developing its own classificatidrexchange-rate regimes.

Potential endogeneity is an important concern. &Esimg inflation, Levy-Yeyati and
Sturzenegger (2001) argued that countries withgaqmastrain inflation, but also countries
with low inflation might decide to peg the exchangse in order to maintain the
macroeconomic stability achieved. Thus, the eseohaboefficient in front of the exchange-
rate dummy in a standard money-demand equationtraigfer endogeneity bias. The same
applies to the relationship between exchange-egjene and growth, although the argument
is possibly weaker. The modelling framework nedds & address this issue. Endogeneity

will be treated within the methodological secticaidw.

Some studies also report other problems when mnodethis relationship. For
instance, Moreno (2000) accounts for the so-cadledvivor bias the term referring to a
situation whereby, for instance, high-inflation sges appear under a floating regime. For
example, assume that high inflation caused thevwgagh preceded the floating regime to
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fail. However, it is inappropriate to attribute flation) performance during such episodes to
the floating regime itself. This, though, might berrected by excluding sharp-devaluation
episodes which could have been attributed to mdigursued under the peg. Bleaney and
Francisco (2007) exclude high-inflation episodesciwhmight be also a result of incorrect
policies while pegging. The latter has been moneegaly described as th@eso problem
related to the episodes of severe economic stheschn lead to peg exit. Finally, the
sample-selection biagieeds to be addressed. Previous studies usuallyofaconstruct
unbiased sample given the question of interest. eSetndies (table 1) consider only
developing countries which more often have rigidr@nge rates or face problems not related
to exchange-rate policy. The negative impact ofpibg on growth in such instances is likely
to be biased and does not discover the real picRome other samples do not differentiate
between countries that experienced severe exchatgerises and those with long-lasting
stable regimes. These issues could be resolvedohgidering a large sample, but the

distinction between developing and advanced ecoe®must be made (section 2).

All studies on the relationship between exchangeegime and growth (reviewed in
table 1) do not treat some or all of the issuestimeead above. This study will address or try
to address these issues in its empirical framewatkich is considered to be its main

contribution to the existing literature.

3.2. Growth theory

Understanding what determines growth has been diisfguted among academicians
and policymakers. Higher growth is beneficial fowetoverall economic welfare of the
country, so that knowing the factors that deternitittecomes an imperative in order to know
how to boost or contain it. The root of this comcgoes back to the classical period (Hume,
1742; Tucker, 1776; Smith, 1776), which providedhsnaf the basic ingredients that appear
in modern theories of economic growth, such as atitiye behaviour, equilibrium
dynamics, diminishing returns and its relation &pital accumulation, the importance of
population growth rate, “the effects of technol@diprogress in the forms of increased
specialization of labour and discoveries of newdgand methods of production, and the
role of monopoly power as an incentive for techgaal advance” (Barro and Sala-i-Martin,
2004, p.9). However, there is at the present naigstifforward and simple answer to the
specification of growth determinants, with growtteory constantly evolving. This section
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presents, in a condensed manner, the stream ofhlhalout economic growth in order to

build the context in which the effect of the excedrate regime on growth will be analysed.
The objective is not an in-depth analysis of growtlory; a comprehensive and advanced
reading on economic growth is Barro and Sala-i-Mg2004).

Neo-classical economic growth

To begin with, classical economists mainly focused capital accumulation, but
disregarded the role of technology, until the ratiohary work of Solow (1956, 1957) and
Swan (1956) was published. A significant developmemgrowth theory was made by Solow
who developed a formal model, in the neoclassicadition, that describes the path of
important economic variables over time, such asgagrta output and capital. Two key
features of the conceptual structure of neoclakgicavth theory are important. First, it is
based on “the production function approach to tmeyesis of economic growth” (Thirlwall,
2005, p.140). That is to say, it is based on ameggde production function which expresses
the relationship between aggregate output, on tleeh@and, and stocks of inputs and their
productivity, on the other. Second, the neoclassmzdel is designed to show the long-run
equilibrium growth rate with all resource inputdlfjuemployed and returns to capital and
labour equal to their marginal productivity. The imautcome of this model is that the
growth rate declines as the economy evolves towarsteady state, where income, capital
and consumption per capita grow at a constant fidies implies that countries with low
levels of capital grow faster than rich countriaad so their per capita income level will
converge towards the level of rich countries. Theemassumptions behind the Solow growth
model are perfect competition, homogeneous prodhachiogeneous capital, constant returns
to scale, perfect substitutability between capaald labour, and diminishing marginal
productivity of labour and capital (Barro and SaMartin, 2004). As a result of the last
assumption, economies starting with lower levelsinitial capital stock are expected to
experience higher returns to capital and are thezeéxpected to grow faster than rich
countries and to converge towards the leader cganavel of income.

In the Solow model, the driving force of outputgth in the short and medium run is
physical capital accumulation determined by thergaxate. In the long run, per capita output
growth is entirely determined by technological pess, which is assumed to é&segenoui
the model. In this theory, technology is treatedaapublic good, i.e. it is available to
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everyone free of charge. The neoclassical growtllahgredicts that, in the long run,

countries reach their steady states. Countriesawat the same technology and population
growth rate are expected eventually to convergdahto same steady-state growth rate,
although their steady-state levels of income do mextessarily have to be same. Thus, if
technology is assumed to be a public good, all tmsmare expected to attain the same

steady-state growth rate in the long run.

Models based on Solow ideas have been the poirdepéarture for most of the
empirical analysis on economic growth. Some decé#ates, empirical research (Mankiet
al., 1992) acknowledged the role of human capital (edlueal attainment and the health of
workers) to be equally important as the role ofghgsical capital. This research established
the so-called augmented Solow model. However, dime&olow model by construction does
not explain the engine of economic growth (techgwial progress), it assumes away what it
actually tries to explain: “we end up with a moaélgrowth that explains everything but
long-run growth, an obviously unsatisfactory sito@it (Barro and Sala-i-Martin, 2004,
p.11). Thus, an alternative to the neoclassicalehads developed — the endogenous growth
theory which is next discussed.

Endogenous growth

The difficulty in including endogenous technolodipaogress in neoclassical growth
theory, while at the same time preserving the peré®mpetition assumption, led to the
modification of neoclassical growth theory by Ron{@886; 1990; 1994), Lucas (1988),
Rebelo (1991) and others, who developed the ‘newlogenous growth theory by making
technological progresendogenouso the model. In practice, the shift towards eredmyis
growth has been accomplished through retainingptibduction function approach and the
general equilibrium framework, but modifying thesasiptions about the nature of the
production function and relaxing assumptions ofgrcompetition which underpin the old
neoclassical model. Most critically, in endogenguswth theory, the assumption of perfect
competition was replaced by imperfect competitiowl ancreasing returns to scale, which
allow for the generation of new ideas. One can vmawdogenous growth theory as an
extension to the Solow model, combining elementshef earlier growth theory with the
assumptions of increasing returns; elements of ifape competition; and some of the

microeconomic research on science, R&D, and tedgil change (Hands, 2001).
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There are now a variety of sophisticated endogergrosvth theories in which
innovation increases product variety or productliguand also considers the effects of
general purpose technologies which constitute ehdiechnological breakthroughs (see
Aghion and Howitt, 1998; and Verspagen, 2004, triews). But these models generally
make the above-mentioned assumptions to ensureadysstate growth rate and although
they may have a separate sector for education ob,R&ey continue to work with an

aggregate production function.

Although the new growth theories which seek to g@emize technical change are
sometimes seen as the major alternative to theneidlassical growth theories, there are a
number of other alternatives (reviewed in Gore, 720@vhich go further by rejecting the
production function approach and general equilioritamework. These are briefly reviewed

in turn.

Alternative growth approaches

These theories reject the aggregate productiontibem@pproach in three different
ways — focusing omnstitutions, structure and demandhe first alternative theory (Nelson
and Winter, 1974; 1982) relates economic growthth® institutions within which their
actions are embedded and the economic capabditiagents (firms). This approach has been

developed as a critique of the micro-foundationghefneoclassical growth framework.

The second major alternative growth theory (Ocan®885) rejects the production
function approach through interrelating economiowgh and the sectoral structure of
production. Instead of “viewing the growing econoasyan inflating balloon, in which added
factors of production and steady flows of technaalgchange smoothly increase aggregate
GDP”, growth is seen as a dynamic process in weache sectors surge ahead and others fall

behind “as part of a continuous transformationrodpiction structures” (p.8).

The third alternative growth theory (Setterfield)02; Blecker, 2002) rejects the
production function approach because it explaimsvgr solely in terms of supply factors of
production and their productivity and ignores thkerof demand in this process. Theories of
demand-led growth recognize that at any pointrmetithe level of utilization of productive
resources may vary according to demand conditidiaseover, they are founded on the view

that both factor accumulation and technologicappess are ultimately demand-determined.

26



Growth theories and empirical analysis

Turning to empirical analysis, the following gemeform of a growth model is used

in the literature:
9, =X Y+, m+g, (7)

where g;, is real per capita growth in economy i over petidéollowing the growth theories

presented above, Barro and Sala-i-Martin (2004gssigthat real per capita GDP growth

should be related to two groups of variables: ahilevels of some variables, denoteq,

(like the GDP itself or variables for schooling amehalth) and the population level or growth

rate; and control variables, denot&d , which will reflect policy actions, institutionaketting

or other country characteristics. The inclusiornndfal values of some variables date back to
Solow-Swan and Ramsey models which predict thatafgiven value of these variables, an
increase of initial per capita GDP or initial humeapital per person, would reduce growth.

That is, a richer economy tends to grow slower and versa. However, each economy has
its own steady state, as determined by the conamhbles; the so-called steady-state level of
output per “effective” worker (Barro and Sala-i-NMar 2004, p.517). For given values of the

state (initial) variables, a change in control ables (say, a change in government
consumption) might hence impinge on growth.

A fundamental problem in growth empirics is whidriables to include in the model.
This is a result of what Brock and Durlauf (2004}l ¢the open-ended theory”; namely, a
causal relationship between one variable and grostlygested by one theory, does not
exclude the relationship between another variabte growth, suggested by another theory.
The literature (Durlauf and Quah, 1999) suggester 090 variables as potential
determinants of growth. However, the primary pugosthe empirical investigation in this
study is not to make contribution to growth theoryempirics, but rather to acknowledge if
and how the exchange-rate regime affects output.thad purpose, a minimally-specified
growth model will be a tool for tackling this lingga, which will be sufficient to explore one-
variable effects on growth. Yet again, the growtimfework is not chosen randomly and it

dovetails within the considerations specified iis ection and as the text proceeds.

At an outset, the growth function is specified withe expected sign of the
relationship being in parenthesis:
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Per capita GDP growth = f(initial GDP(-); average yars of schooling(+); 1/(life
expectancy at age 1)(-); government consumption/GI}; trade openness(+); inflation
rate(-); investment/GDP(+); fertility rate(-); democracy index(+); population(?); rule of

law index(+); exchange-rate regime(?); regional/caury specific/time dummies) (8)

As mentioned above and as suggested by the clagsmath theory (reviewed in
Barro and Sala-i-Martin; 2004), the initial levédlper capita GDP should enter the regression
in a log-form, so that the coefficient will repraeséhe rate of convergence of the economy. In
addition, the other initial variables are here mead as commonly in the literature by the
average years of school attainment (as a proxthBohuman capital — education) and the life

expectancy (as a proxy for the human capital —thgal

The list of control variables comes from classgawth theory, endogenous growth
theory and the theory that explains growth by tastinal factors. The list is: trade openness;
the ratio of the government consumption to GDPinaiicator of the maintenance of the rule
of law; an indicator of the democracy; the log loé total fertility rate; the ratio of real gross

domestic investment to real GDP and the inflatime r

One sub-group of these variables pelicy variables For instance, government
consumption is assumed not to contribute to pradtgcdirectly, but as entailing distortion
to private decisions. Moreover, such distortions caflect the governmental activities
themselves. Hence, a higher value of the governm@amsumption leads to a lower steady-
state level of output and to a lower growth, cstearibus. Explanatory variables also include
a measure of the international openness (expouts ipiports to GDP) which also reflects
some government policies, like tariff and tradetrietsons, on the international trade. The
inflation rate is included as a measure of macroeguc stability. Fiscal variables could also
be included as a proxy for macro-stability andekehange rate. In the same line of thinking,
the exchange-rate regime can be considered asi@ p@ariable. Barro and Sala-i-Martin
(2004) do not directly account for the exchange-reggime (that is not their primary
interest), but nevertheless this could be includetthe list of policy variables, since altering
the exchange-rate regime, or passing from ERT tevbuld be considered as a policy action
aimed at certain macroeconomic goals (like presgryrice stability and/or supporting the
real economy and/or isolating the economy from kbdcom abroad). Hence, our model,

policy variables will include the exchange-rateimseg since this is our primary concern.
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In the neoclassical growth model, the fertility eragxhibits a negative effect on
growth, since higher fertility entails more resasaevoted to the raising of children and,
hence, lowers growth. The effect of the saving nathe neoclassical model is accounted for
through the investment-GDP ratio. Barro and SadWartin (2004) attempt to isolate the
effect on the saving rate on growth, rather thanrdverse, by using lagged values (lagged
investment ratio) as instruments in order to actdan the endogeneity problem (this is

further discussed in a section 3.4).

Another sub-group of variables reflects the insbinal setup. As a measure for the
institutional setting two indicators are used, omeasures the rule of law, which reflects the
argument that by enhanced property rights, investraed growth incentives are supported.
The second indicator is the democracy index insérese of electoral rights and it is usually
included along with a square term, which suggeltt tlemocratization is expected to
enhance growth for countries that are not very deatiz, but to retard growth for countries
that have already achieved a substantial amounieofocracy. Nevertheless, the effect of
democracy on growth might be ambiguous, because soadels that stress the incentive of
electoral majorities to use their political power transfer resources from rich minority
groups found a negative effect. Democracy, on tierohand, could be productive as a
mechanism for government to commit itself not tofescate the capital accumulated by the

private sector (Barro and Sala-i-Martin, 2004).

The final variable reflects shocks hitting the emory. The terms-of-trade variable
(ToT) is included through its interaction with theade openness. Changes in the ToT
measure the effect of changes in internationalcpgsi (including financial crises) on the
income position of the domestic residents. Highguoet prices will induce an increased
inflow from abroad and will improve the income pgasi at home, and vice versa. Hence, the
ToT exogenously affects the position of each irdinal country. A positive movement of the
ToT variable (higher export prices, lower imporicps) would increase domestic purchasing
power, consumption and hence, growth. Howeverofahg the discussion in Petreski
(forthcoming), the ToT are not related to the syestate position, and these are usually

argued in relation to output volatility.

In conclusion, following the mainstream growth-thebterature, as basic ingredients
of the growth function should be considered: ihitevel of GDP; human capital (average
years of schooling and life expectancy); governme&ansumption/GDP; domestic

investment/GDP; fertility rate; inflation rate; eulof law and democracy index; trade
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openness; and changes in the ToT. Finally, whaf igarticular interest of this study, the
growth equation would include a measure of the argb-rate regimes, as a policy variable,

in a manner that is described further in the Datdisn below.

3.3. The Lucas critique — A revisit

The Lucas (1976) critigue of econometric policy leafion argues that it is
inappropriate to estimate econometric models oketenomy in which endogenous variables
appear as unrestricted functions of exogenous edgbermined variables. In Lucas own
words, “[E]ven to obtain the decision rules..., werddo attribute to individuals some view
of the behaviour of the future values of varialdésoncern to them. ... To assume stability
of [the exogenous or predetermined variables] uafternative policy rules is thus to assume
that agents’ views about the behaviour of shockbécsystem are invariant under changes in
the true behaviour of these shocks” (p.111). Inkteapectations about future policy actions
should be considered and affect current decisiokirgathis view revived and brought into
prominence the theory of rational expectations.argies that expectations about the future
are highly important to economic decisions madehbwyseholds and firms today. But,
contrary to adaptive expectations, rational expexta are genuinely forward-looking (Li,
2004). The rational expectations hypothesis melaaisagents exploit available information
without making the systematic mistakes implied bylier theories. Expectations are formed
by constantly updating and reinterpreting this infation.

The objective of this study is not to explore thecas critiqueper se,but instead to
take it into consideration. As argued in the pré@ogdections, changing the exchange-rate or
monetary regime (rule), implies that model’s pareerge might change as a result of the
arguments of Lucas. The econometric work pursuettigistudy thus needs to incorporate

the Lucas critique.

3.4. Exchange-rate regimes classification

Two influential articles in the literature (Reinhand Rogoff, 2004; Levy-Yeyati and
Sturzenegger, 2005) consider an issue that has been since treated as trivial: the
classification of exchange-rate regimes. Namely thajority of studies employ the
classification schemes by the IMF which are basedvbat countries report and not on the
actual behaviour of the exchange rate. In pracbgelaw, a country could pursue pegged

30



regime, but in practice could allow certain flekiyi in order to, say, support the real
economy. This is only one example; other combimatiare also possible. Reinhart and
Rogoff (2004) (hereafter RR) made a pioneeringadranto this issue by measuring the
actual behaviour of the nominal exchange rate. b\@g in their study they account for the
existence of dual foreign-exchange markets anddlated factors, like exchange controls
and currency reforms. By applying the classifyingoathm (p.14 in their study), they
identify 14 options for exchange-rate regime, aplio 227 countriésfor the period 1940-
2006. This fine-tune classification is then geneeal into 5 groups (fixed, limited-flexible,
flexible, free-floating and free-falling). The folving fine groups were identified:

Table 2. Classification categories of the exchangate regimes, according to
Reinhart and Rogoff (2004)

Classification category Number Number
assignedto  assigned to the
the category category
(fine) (coarse)
No separate legal tender 1 1
Pre-announced peg or currency board arrangement 2 1
Pre-announced horizontal band that is narrower dnagual to +2% 3 1
De facto peg 4 1
Pre-announced crawling peg 5 2
Pre-announced crawling band that is narrower thaguoal to +2% 6 2
De facto crawling peg 7 2
De facto crawling band that is narrower than oratto +2% 8 2
Pre-announced crawling band that is wider than +2% 9 3
De facto crawling band that is narrower than orat¢o +5% 10 3
Moving band that is narrower than or equal to +2% (allows for both 11 3
appreciation and depreciation over time)
Managed floating 12 3
Freely floating 13 4
Freely falling (includes hyper-float) OTHER OTHER
Dual market in which parallel market data is migsin OTHER OTHER

Source: Reinhart and Rogoff (2004)

Note: By contrast to the common crawling bands, r&erawling band refers to the relatively few catbes allow for both a
sustained appreciation and depreciation of thean@h rate over time. While the degree of exchaatgevariability in these
cases is modest at higher frequencies (i.e., mgniblver frequency symmetric adjustment is allovied

Although very influential and prominent, this prdoee does not account for the
behaviour of foreign-exchange reserves, which cduddconsidered as its main drawback.
This is due to the notion that under a peg, reseexdibit increased volatility; the lower the
exchange-rate rigidity, the lower the need for ifgmeexchange intervention. However, the
authors dispute this drawback by emphasizing tlikesypread switch from intervention based
on reserves to intervention based on interesteta@ges; however, data on the latter are also

2 However, some of those are already non-existent.
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difficult to obtain. On the other hand, althoughaseres of capital controls have not been
directly accounted for, authors argue that datavstmat the dual market premium becomes
insignificant with capital market integration andnce could be considered as a measure for
the “size” of the capital controls imposed. Herite, latter are implicitly taken into account
when de-facto classifying the exchange-rate reginibg also accounts for that a country
with the same exchange-rate rigidity, but diffea capital controls might have different

results in terms of growth.

The other important paper, by Levy-Yeyati and Sgnegger (2005) (hereafter LYS),
utilizes cluster analysis (p.4) in order to de-faclassify regimes for 119 countries over the
period 1974-200% Before forming clusters of similar regimes, authose three measures to
define the regime: nominal exchange-rate changefgtifty of nominal exchange-rate
changes; and the volatility of international regestvThe idea behind this is that countries
with a volatile nominal rate and stable reserves dassified as floaters, while those with
stable nominal rate and volatile reserves as fixgithough the approach considers foreign-
exchange reserves behaviour into the classificatiboexchange-rate regimes, it does not
account for the existence of capital controls omrency reforms. The approach of LYS
identifies four regimes (flexible, dirty float, awding peg and fixed) and one “inconclusive”
group, which, compared to the RR approach, is allsmanber of identified groups. A
drawback of this method is that countries whichra exhibit considerable volatility in
either variable are classified as inconclusive. [&/lihe authors present a solid theoretical
argument for the inconclusive group, it decreakessize and the variance of the data which
might reduce its usefulness in regression. Moreatassification is to an extent vague, since
it does not make the difference between dirty flmad crawling peg extremely accurate. On
the other hand, having in mind that RR accountdapital controls (which might be of
crucial interest when measuring the macroeconorffecteof a particular exchange-rate
regime — see section 2 and Petreski, forthcomiongg 14 and 5 categories of de-facto
regimes, respectively; come up with an exhaustateo$ data, in terms of time-span and
country-coverage; and the idea that the purpoghisfstudy is not to de-facto classify the
exchange rate regimes; the empirical part will ta@ by using RR de-facto classification,

as specified in Table 2.

® However, data are missing for a lot of years. Bndther hand, in the RR classification, the mig$ields are

related to a non-existence of the state in thabger similar reason.
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For the sake of comparison with the previous lttee the empirical part will also
present the results from de-jure classificationsecified by the IMF, which classifies the

exchange-rate regime on: fixed, limited flexibijJitpanaged float and free float.

4. Data and descriptive statistics
4.1. Data issues

We matched the countries of RR classification (2&ith the IMF member states
(185) and obtained data for 169 countries, whiaclegia sufficient country-set in order to
account for the sample-selection bias. The empiroaestigation will deal with the post-
Bretton-Woods monetary/exchange-rate era, hencericgy the period 1976-2006. The
variables used and their sources are fully desgrineAppendix A The provider for the
majority of the data is the IMF; educational-attaent and life-expectancy variables are
obtained from the World Bank; the fertility rate abtained from the United Nations; the
democracy index and the index of civil liberties arovided by Freedom House, which, as a

source, might be contested, but no alternativeasemtly available.

For the definitions of the growth-regression valesb we follow Barro and Sala-i-
Martin (2004) and section 3.2. An exception is Waeiable measuring the rule of law; this
variable could be obtained with considerably higbnetary cost and since it is not of our

primary interest, we do not include it.

In order to account for the Lucas critigue as dbsedr in section 3.3, we use
interaction terms of all independent variables with dummies representing the exchange-
rate regimes. In such specification, the signifeczaof the estimated coefficients in front of
the interaction terms will indicate if and how paeters change when the exchange-rate

regime switches.

In order to account for the survivor bias (the ppsablem), as defined in section 3.1,
we will exclude the high-inflationary episodes. Spstudies and textbooks (Federal Reserve
Bank of Boston, 2008; Baumol and Blinder, 2006; IBon, 1994) define high inflation as
within the range of 30-50% per year. Hence, we @iltlude all years where the inflation rate
exceeds 30%. In order to account for the monetatggration in Europe (the common

currency and the ERM-2 as its predecessor), weudgcl2 countries in the period 1991-

33



2006 this is done because the common currency in Eunaight follow different pattern in
terms of growth as compared to a country that teriddly adopted an other-country currency
(as Montenegro or Ecuador). We define regional dieemwhich along all remaining
dummies are described Mppendix A and follow from the discussion in the preceding

sections.

4.2. Descriptive analysis

This section portrays a simple descriptive analydiggrowth performance under
alternative exchange-rate regimes and classificatitVe present the outcomes for the two
regime classifications: de-facto (RR) and de-jutdF). This analysis does not discover
causal relationships and its aim is not to do su,rbther to build expectations about the
issues treated herein.

The growth rates by the RR classificatidlppendix B and Table B.) span from

2.1% in the flexible-regime category to 2.7% in timited-flexibility category (free-falling
category excluded). While the growth rate in theFlMassification spans from 1.8% for
fixers to 2.6% for flexible regime3.able B.1and Figure 1 suggest that, nevertheless, it could
not be inferred that certain exchange-rate regsm&uperior over another in terms of output

growth, particularly within the de-facto classifiican.

* However, with minor adjustments in terms of whéhttose joined or left ERM-2.
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Figure 1. Growth performance under different exchame-rate regimes and under
two classification schemes (averages 1976-2006)

3
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fixed limited-flexible flexible free-floating free falling

Exchange-rate regime

‘ O Reinhart and Rogoff (2004) de-facto classification O IMF de-jure classification

A different picture emerges when the exchangenegenes are put in the context of
the level of development of the countries in theysiz. The latter are observed on advanced
and developing economies, according to the spatidic in Appendix A Table B.2and
Figure 2 (upper panel) suggest that within de-fg&®) classification, there are apparent
differences: the growth rate of advanced economdi@ss not considerably vary across
exchange-rate regimes, although it is the higheskeu fixed regime; for the developing
economies, the variance gets larger: consideratygrowth is experienced by flexible-rate

countries, followed by fixers. The highest growghabserved with limited-flexible-regime
countries.

The de-jure (IMF) classification in Figure 2 (loweanel) portrays different picture.
Growth-differences among exchange-rate regimesagaen not considerable for advanced
economies, similar as in the RR classification. ldoer, for developing economies, fixers
exhibit considerably low average growth, the flésibate countries being the best in terms of
growth., but still similar to limited-flexible-ratenes This conclusion of the comparative
analysis is expected, having on mind that largiedinces are apparent between exchange-
rate policy pursued and the one reported to the Witkin the developing-economies group.

This observation strengthens the need to rely enddrfacto classification, as argued in
section 3.4
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Figure 2. Growth performance under different exchame-rate regimes,
depending on countries’ level of development (aveges 1976-2006)
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In conclusion, the descriptive analysis of growtbrfprmance under alternative
exchange-rate regimes points to no straightfornvextpectation for the causation between
exchange-rate regime and growth. Neverthelesslethed of development of the economy
and the exchange-rare-regime classification apjpearake considerable differences and this

should be accounted for further in the empiricakstigation.
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5. Methodology
5.1. Addressing endogeneity

The preceding sections discussed how the outlsmees will be addressed within the
empirical investigation in this study. What remaitecs be addressed is the endogeneity
problem. An explanatory variable is said to be gmius if it is correlated with the error
term. Endogeneity bias might arise because of ethittariables, measurement error,
simultaneity or the presence of a lagged dependamible (Wooldridge, 2002). The first
three of these are discussed in the current sulmseand the latter in the following sub-

section.

Endogeneity because of omitted variables appeaes where is a need to control for
variables, but these are not included in the ewgdirmodel, either because they are
unavailable or because they are unintentionallydef of the analysis. The estimates will be
biased if the excluded variable is correlated wittluded variables. In the estimations in this
study the variable of most concern is the exchaatgeregime. Section 2 suggested that the
number of variables which are assumed to be higbiyelated to the exchange-rate regime
are very few: inflation, trade volume, investmemtdapopulation. These variables are
included in the growth regression and consequetitigre are no theoretical grounds to
expect that endogeneity bias could arise becausenufting a variable that might be

correlated to the exchange-rate-regime dummies.

Endogeneity because of measurement error arises whaevant to measure the effect
of the exchange-rate regime over growth but we dwehan imperfect measure of the
exchange-rate regime. The error term would suffieslogeneity bias because it will contain
the measurement error as well. Section (3.4) dssxlishe issue of the measurement of the

exchange-rate regime and we do not expect enddgdmas because of measurement error.

Endogeneity because of simultaneity arises whereadt one of the explanatory
variables is determined simultaneously along with tlependent variable. The literature
suggests that the relationship between exchangesregime and growth might be
simultaneous. Thus this type of endogeneity mighpiesent in the overall growth regression

and hence needs to be taken account of in estimatio

The exchange-rate literature is not agreed oveeffisct on growth nor does the
growth literature associate its choice to growthfgenance. Hence, Levy-Yeyati and
Sturzenegger (2001) believe that this problem shdel relatively minor. Eichengreen and
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Leblang (2003), however, run a probit regressioenahy they regress the choice to peg on a
set of explanatory variables: trade openness; cpwite; inflation; GDP per capita; and
some political indicators. They find that the mé#jonf these variables are significant in
terms of affecting the probability to choose a di>exchange-rate regime. In consequence, the
study suggests that the exchange-rate regime sheuictated as endogenous and the failure
to do that “is likely to confound efforts to idefiytithe impact of the exchange-rate regime on
growth” (p.810).

Consequently, as endogeneity, arising mainly becafisimultaneity, is/might be of
concern within the growth- and exchange-rate litesg it will be considerably treated in this
study. The next section discusses both the finakipe source of endogeneity and the

estimation technique which will be used to addthegproblem.

5.2. Instrumental-variables and dynamic panel techues

Endogeneity, as defined igection 5.1 causes inconsistency of the usual OLS
estimates and requires the use of instrumentahias to correct it. An instrumental variable
(IV) is the one which is highly correlated with tmegressor (which is assumed to be
endogenous), but is not correlated with the eramt(Wooldridge, 2007). Two genetdV
estimation techniques were developed to correcétitlwgeneity bias: two-stage least squares
(2SLS) and the generalized method of moments (Gk&ghniques. In the 2SLS technique at
the first stage, new endogenous variables (soebahstruments) are created to substitute the
original ones and then, in the second stage, tpession is computed by OLS, but using the
newly created variables, which are not correlatét the error term (i.e. are exogenous). In
GMM estimation, the information contained into th@pulation moment restrictions is used
as instruments (Hall, 2005). In addition to the tyemeral IV methods, Hausman and Taylor
(1981) developed, and Amemiya and MaCurdy (1986aaded, an IV estimator, applicable
to panel data only, based on the random-effectsembdthmely, in RE model, regressors are
assumed to be uncorrelated with the individual-$jgeerror; the Hausman-Taylor estimator
allows some of the regressors to be correlated the¢hndividual-country effect, but not with

the idiosyncratic error. However, the former idl stisource of endogeneity bias and requires

® By “general”, we mean techniques applicable irfialtls of econometrics where endogeneity mighabe

problem, including panel econometrics.
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an IV correction. Still, 2SLS and GMM estimates,tba one hand, and Hausman-Taylor, on
the other, are not directly comparable, becausg toerect endogeneity emulating from
different sources (Greene, 2003). The three IVnedtrs (2SLS, GMM and Hausman-
Taylor) are important in panel context; neverthelaslarge strand of the panel literature
focuses on endogeneity bias stemming from the snmfuof the lagged dependent variable as

a regressor.

The revitalization of the interest in long-run gtbwits treatment as being a dynamic
process (Islam, 1995) and the availability of macmmomic data for large panels of
countries and time spans, has raised the intemesstimating dynamic panel models (See:
Barro and Sala-i-Martin, 2004; Mankiet al, 1992; Fisher, 1993; Levine and Renelt, 1992;
and others). Judson and Owen (1996) argue thatttlweation of panel data is appropriate
because it allows the identification of country-gpe effects that control for missing or
unobserved variables. The term “dynamic”, in ecoewits, refers to adding the lagged
dependent variable as a regressor in the equdaltagi, 2008). Furthermore, Boret al
(2001) argue that the right-hand-side variablea standard growth regression are “typically
endogenous” (p.1) and hence suggest GMM estimatfogrowth model within dynamic

context. A dynamic fixed-effects model could becafied as follows (Lokshin, 2006):
Yie =Yyt X, B+n +&, )
whereby, the dependent variablg, , is determined by its one-period lag;,,, an

exogenous regressox,,, which is assumed not to be correlated with thereerm &,

it an

unobserved individual effect (the so-called, unobse heterogeneity),, and a random
error, &, ~N(0,07),0?>0. Judson and Owen argue that the fixed-effects misle

preferred in macroeconomics because of two reasthws:unobserved individual effect,
representing country characteristics, is highlglykto be correlated with the other regressors;
and it is fairly likely that a macro-panel will noépresent aandom sample from a large

number of countries, but rather the majority of ies of interest.

Since the model contains the lagged dependentbleyithe least squares dummy
variable (LSDV) estimator produces biased coeffitse(Behr, 2003). Namely, since the
dependent variable is included as a regressor avithlag, the latter will be correlated with
the error term, rendering estimated coefficientséd (Sevestre and Trognon, 1985). Nickel
(1981) shows, however, that when there are no exageregressors, the LSDV estimator’s
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bias approaches zero as the time dimension apmsacfinity. However, Judson and Owen
(1996) found that even when T is as large as 38,bias could span up to 20% of the
coefficient’s true value. The effort to account ftiis bias resulted in two classes of
estimators: bias-corrected (BC) and instrumentabktes (IV) estimators (Behr, 2003).

Two practical questions arise in applied econorogti) which estimator/technique to
proceed with; ii) how large should T be for thesbta vanish? From the viewpoint of this
study, since we have only 31 years of data use LED&s not seem appropriate, given the
findings reported above. However, the first questisks for more attention. Before we have
a look at the results of several Monte Carlo areysve briefly review the different
estimators within the BC and IV groups, which isgitaneously the chronology of the

dynamic-panel developments.

Following the investigation of the bias by Nikel9@ll), Kiviet (1995) suggested a
direct BC method, whereby a formula for the LSD\Asis subtracted from the estimated
LSDV coefficients. Based on this, Hansen (2001)gssted an alternative BC method, with a
two-step procedure where residuals from the fitp-sconsistent estimator are used in the
second-step calculation of the bias. Everaert aoeiziP(2007) further developed the BC
approach, with an iterative bootstrap proceduree @kneral idea behind the correction
procedures is to take advantage of the variancehasi much smaller under LSDV than
compared to IV estimators (Behr, 2003). Becaugtisf it is found that BC methods perform
well, i.e. produce more efficient estimates than dstimators (Judson and Owen, 1996;
Lokshin, 2006). However, they rely on the assummptmf the other regressors being
exogenous (Behr, 2003) and cannot be applied t@lanbed panels (Judson and Owen,
1996; Roodman, 2008b). These drawbacks are dirapiyicable to the case of this study
(with an unbalanced panel data set and a modelpeikibly endogenous regressors).

The use of instrumentation methods, mentioned at tbginning of the section,
removes the endogeneity bias resulting from theetaiion between the regressor and the
error term (Wooldridge, 2007). Anderson and Hsibk@8() and (1982) were the pioneers in
proposing use of the GMM procedure within a dynaoantext; they differenced equation 9
in order remove the fixed effects in the error temhich are correlated with the lagged
dependent variable; however, the difference ofldgged dependent variable will still be
correlated with the error term and, hence, showdd ifstrumented. These researchers

proposed using the second lag of the dependerablar(y,, ,) or the lagged difference
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(Yii» ~ Yis) @s instruments oy, ,, because those are expected to be uncorrelati to

error term. Arellano (1989); Arellano and Bond (1R9and Kiviet (1995) analysed the
properties of the two instruments suggested by Asafe and Hsiao and found that the

“level” instrument has smaller variance and is,degrsuperior to the “differenced” one.

Arellano and Bond (1991) suggested exploiting aktarged set of instruments;
namely, all available lagged values of the depensariable and the lagged values of the
exogenous regressors. A possible drawback of sbigalled, difference-GMM estimator, is
that by enlarging the number of periods, the nunabenstruments gets considerably larger.
Moreover, instruments could be weak, because teeyinformation contained in differences
only (Ahn and Schmidt, 1995) and because they daocount for the differenced structure
of the residual disturbances (Baltagi, 2008). Ald &chmidt (1995), Arellano and Bover
(1995), and Blundell and Bond (1998) consequenibgssted using additional information
contained in levels, which should result in morgcefnt estimator, known as a system-GMM
estimator. This augments the difference-GMM by siemeously estimating in differences
and levels, the two equations being distinctlyrinstented (Roodman, 2008b). In the system-
GMM estimator, both predetermined and endogenoughblas in first differences are
instrumented with suitable lags of their own levdlssed by Arellano-Bond); and
predetermined and endogenous variables in levelghatrumented with suitable lags of their
own first differences. As a consequence, the sy€sdm estimator should produce more
efficient estimates and, hence, outperform theetbfice-GMM estimator. All Arellano-
Bond, Arellano-Bover and Blundell-Bond estimatoes doe estimated as one- or two-step
procedures; the one-step estimator makes use dadvariance matrix that accounts for
autocorrelation, while the two-step estimator ubesresiduals from the first step to estimate

the covariance matrix.

Nevertheless, when either difference- and systeniMGive applied, a problem arises:
increasing the number of instruments adds effigidnda adds bias as well. The problem has
been acknowledged in the literature (Roodman, 200&bichen, 1986; Altonji and Segal,
1996; Andersen and Sgrensen, 1996; Ziliak, 199WdBer, 2002; and others). For instance,
Windmeijer (2005) found that when the number ofrinments is reduced from 28 to 13, the
average bias reduces by 40%. Similar results wbtaireed by Ziliak (1997) and Tauchen
(1986). It is inherent that the number of instrutsayets larger as the number of endogenous
and predetermined variables increases and as Tsgm@dareover, the researcher can add

external instruments. However, “the overall cowttifistruments] is typically quadratic in T”
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(Roodman, 2008b, p.6) and this makes asymptotierentce of the estimators and the
specification tests misleading. Moreover, the aggtigs could be even doubled — the bias
rises as both T and N grow (Arellano, 2003b).

The development of the dynamic-GMM panel technignesecent years established
that both difference- and system-GMM panels caregge moment conditions prolifically
(Roodman, 2008b). A crucial assumption for the drali of GMM is that generated
instruments are exogenous, i.e. do not correlath thie error term. Sargan and Hansen-J
tests have been designed to detect violation efaksumption, but there is no formal test to
check how many instruments should be cut (RuudQR@argan and Hansen-J set the null as
“instruments are valid”, which is the assumptiomatthve want to support. However, the
Hansen-J test grows weaker with more moment camgitand a p-value of 1 is a classic sign
of instrument proliferation, because it points that the test does not detect the problem.
Sargan/Hansen tests can be also used to testlitiéyvaf subsets of instrument, through the
difference-in-Sargan specification. Roodman (2008ljgests combining two ways to cut
instruments: collapsing them and/or limiting lagdéh. Using simulation, he found that the
problem of too many instruments becomes apparem®nwi>15; also, the bias slightly
increased when both collapsing and lag-limiting otands were used (from 0.03 to 0.05),

but strangely lessened as T went from 5 to 20.

There are two great additional advantages of theviGdMtimator in addition to those
already discussed (Verbeek, 2000): i) it does eguire distributional assumptions, like
normality; and ii) it can allow for heteroskedasyicof unknown form. The first feature
means that normality is not an assumption thatlshmeia subject of diagnostic testing, while
the potential heteroskedasticity can be allowed Wgr estimating “robust” parameters.
However, if the errors are serially correlated,nttthese will not be independent of the
instruments; the GMM estimator, hence, requiregsecond-order) serial correlation in the
error term of the differenced equation (Arellanal @over, 1995). Moreover, the above-
mentioned Sargan and Hansen-J tests (Roodman, ;2Bakagi, 2008) test if instruments are
uncorrelated with the error term, i.e. it checksdweer-identifying restrictions in the model.

An early trial to evaluate the different dynamiaapbhestimators has been made by
Judson and Owen (1996). However, the study was ddmen the system-GMM estimator
was in its launch-phase and it is thus not inclugkethe analysis. This Monte Carlo study
shows that OLS definitely generates significantspi@ven when T gets large. The bias is
lessened, but still spans up to 20% under LSD\imegtir even when T=30, but the estimator
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does not become more efficient. In any case, LS2¥ acknowledged to be inappropriate in
many cases, among which is this study. To accoanttie computation difficulty of
including too many instruments in the difference-KMstimator, Judson and Owen (1996)
restrict the number of instruments to a maximuneight; vary T from 10 to 30 and N from
20 to 100. The one-step difference-GMM estimatofoisnd to outperform the two-step in
terms of producing a smaller bias and a lower stahdleviation of the estimates. When
compared to all dynamic-panel estimators, diffeee@M again shows superiority when N
is large. “[F]or a sufficiently large N and T, tlkfferences in efficiency and bias of the
different techniques become quite small” (p.12pgmsting that the estimators improve as T
gets larger (up to 100 periods). Albeit, resultggast that the Anderson-Hsiao estimator
produces the lowest average bias and lower biak gets larger. Therefore, “a reasonable
strategy ... for panels with larger time dimensioro(dd be to] use the Anderson-Hsiao
estimator” (p.12). On the other hand, the Montel&Catudy by Arellano and Bond (1991)
(N=100, T=7) showed that the difference-GMM estiondtas negligible finite sample bias
and substantially smaller variance than the Andetdsiao estimator. However, the
estimated standard error of the two-step estimaés found to suffer downward bias, which
is attributed to the estimation of the weight ma(iVindmeijer, 2005). Hence a correction
has been proposed, based on a Taylor-series egpahsit accounts for the estimation of the

weighted matri%

Behr (2003) conducted Monte Carlo analysis whichludes the system-GMM
Blundell-Bond estimator. When N=100, T=10, the Arsd®-Hsiao estimator is found to be
unbiased but rather inefficient because of thedatandard deviation. The system-GMM
estimator is found to be unbiased and the mogtieffi. The same conclusion holds, although
both estimators improve, when N=1000, T=10. If ptednined endogenous variables are
used, then the system-GMM is again found to bersuped drawback of the simulation is
that it does not enlarge the number of periodsrioeloto observe how these estimators
perform, but rather focuses on the cross-sectioredsion. Changes in the number of periods
are examined in Harris and Matyas (2004) who fatlnad both difference- and system-GMM
estimator suffer bias when sample is small andntimaber of instruments very large. They

found that the bias is reduced as T gets larger.

® And a Roodman'’s (2008a) xtabond2 command implesriig correction.
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In summary, the evidence of the Monte Carlo studiesot overwhelming, but they

tend to suggest that the least biased and the effaséent estimator is the system-GMM. The

biasness is further lowered by increasing T, whscbf particular importance in this study.

The number of instruments, however, matters in seofithe trade-off between biasness and

efficiency: limiting instruments slightly increasbgsness, although efficiency as well, and

makes computation less cumbersome. Consequenty, we estimate growth regression

within the system-GMM framework.

6. Results and discussion

6.1. Exchange-rate regime and output growth

Taking into account what was proposed in secti@ntBe growth regression is:

GROWTH, =a, + SGROWTH,, + 8, X, +y,Z, +T N, +K INT +@ LAG ., +I,T, +€,

Jot

(10)

The coefficients are specified according to theugeoof variables, as follows:

d is for the lagged dependent variable;

Bs for predetermined variables, = (LGDP75; LIFEL);

ys for endogenous variables

Z. = (EDUC;GCGDP,TO; INF; INVGDP, LFERTIL; DEM; RRX IMFX) ;

ts for exogenous variables
N, = (LPOPUL, EURER SURVIVORLATCAR SAHAR . Dummies for Sub-
Saharan Africa and Latin America and the Caribber@er as routinely suggested

in the growth literature;

ks for interaction terms of exchange-rate regime migs with all policy variables
(GCGDP,TO; INF; INVGDP,DEM), including variables which are objects of

policy actions(EDUC; FERTIL) . Interaction terms are added in order to reflect

the Lucas critique (see section 3.3). We beliewat thteracting policy variables
may be sufficient to capture the possible parammetkange, according to Lucas
(1976);
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- s for one-lag regressors from the policy varia@€GDP, TO; INF; INVGDP)
and from the two object-policy variablgEDUC; FERTIL). This is because of
Bond et al’s (2001) and Roodman’s (2008a) argument thatrigjiet-hand-side

variables in a standard growth regression are dimasiwell, which means the
process of adjustment to changes in these factaysdapend on the passage of

time;

- s for time dummies, which, according to Sarafieisal. (2006) and Roodman
(2008a) is always suggested as a wise strateggmiowe any global time-related

shocks from the errors.

Variables are as defined Appendix A We estimate this regression for 169 countries
and 31 periods. One of the exchange-rate dummidsojgped to represent the base and is
indicated as “omitted category” in Tables 5, 6 &xd he log of the average GDP per capita
(1970-74) enters as external instrument to cometéntial measurement error in GDP per
capita in 1975.

We utilize system-GMM dynamic panel estimation,ading to the discussion in
3.2. Bondet al. (2001) argue that utilizing system-GMM approachaigrowth framework
has at least four advantages: i) it produces etsnaot biased by omitted variables (like the
initial efficiency); ii) produces estimates whiclhreaconsistent even in presence of
measurement error; iii) accounts for the endogendagbt-hand-side variables (like
investment in growth-context); and iv) exploits @sumption about the initial conditions to
obtain moment conditions that remain informativerevyor persistent series (i.e. series that
contain unit root, like the output). In their empal work, Bondet al. (2001) found that the
difference-GMM in growth models is seriously biasdde to the high degree of persistence
of output and the resulting weak instruments. Ga ather hand, they found the system-
GMM to be unbiased and consistent when some a$ehies contains a unit root. Hence, this
study discards the earlier recommendation by Gastelll. (1996) to use differenced-GMM

estimator for empirical growth models.

Nevertheless, although system-GMM is found to bbiased and consistent when
some of the series are persistent, no solutiorbbes offered when variables cointegrate, i.e.
when they are all I1(1), but a linear combinatioritaise is 1(0). We add this caution following
the recent work of Pesaran and Smith (1995) andrBest al. (1997, 1999) who treat the
non-stationarity and cointegration properties oé thnderlying data-generating process.
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Though, the system might cointegrate only if allialles contain a unit root. Table 3
presents the results from two panel unit-root tpstosed by Maddala and Wu (1999) and
Pesaran (2003), respectively. The first, so-caflisther’'s test combines the p-values from N
independent unit-root tests and assumes that a#ssare non-stationary under the null
hypothesis. Pesaran’s test applies to heterogenmmeds with cross-section dependence and
it is based on the mean of individual Dickey-Fulfer Augmented DF) t-statistics of each
unit in the panel. Null hypothesis also assumeséahtaeries are non-stationary. To eliminate
the cross dependence, the standard DF (or ADFgsemgms are augmented with the cross-

section averages of lagged levels and first-diffees of the individual series.

Table 3. Panel unit-root tests (growth regression)

Maddala and Wu (1999) Pesaran (2003)
Constant Constant and Constant Constant and
trend trend

Real per capita GDP 1540.38*** 1370.20 *** -15.53%** -10.90%***
growth
Inflation 1410.18*** 1265.26*** -13.05%** -13.14%*=
Trade openness 499.14*** 459.84*** -0.77 -2.85%**
Government consumption  617.53*** 559.70%** -0.99 0.38
to GDP
Investment to GDP 702.35*** T742.97%** -3.84*** -4 52%**
Democracy index 565.71*** 527.91*** No obs No obs
Log of population 140.79 754.03*** 9.44 6.74
A Log of population 1156.57*** 968.74*** -11.96%** -4.96%**

Note: Numbers represent Chi2 statistics or t-stesist, ** and *** indicate that the null of unitaot is rejected at 10, 5 and
1% level of significance, respectively.
Regressions for testing unit roots include one tagliminate possible autocorrelation.

The results suggest that there are little empirgralunds for being concerned that the
variables are non-stationary. As expected, the owly-stationary variable is population,

where both tests indicate a presence of unit twaice, we use the first difference, reflecting
population growth. Pesaran’s test indicates umit o the government-consumption variable,
but this is not the case with the Fisher’s tesh<aering those findings, we proceed with the

system-GMM estimation, as explained above.

We use both the lag-limiting and collapse commaadsilable under Roodman’s
(2008a) xtabond2 command to reduce the number stfuments. These methods are
important in reducing the number of instrumentspsennumber otherwise will be enormous

because of the number of regressors and the largagFHimits are set so that the number of
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instruments does not exceed the number of crodsosgcand/or to get good Hansen’s

statistics (p-value above 0.25, but below values neity)'.

We start with equation 10; Hansen'’s test for adentification and Arellano-Bond
test for serial correlation suggest an appropsatification. We conduct F-tests, to check if
interaction terms, group-by-group, are jointly sfggant; these suggest that the null that the
effect of the policy variables do not change whegime switches could not be rejected for
all exchange-rate regimes and, in consequencee tharo evidence for the Lucas critique.
We remove those interactions and get the estimatese the Hansen test (p=0.739) suggests
all the instruments are valid, while Arellano-BoA&{(2) (p=0.396) suggests no evidence of
serial correlation in the errors. However, obseagvihe coefficients, majority of those are
insignificant at conventional levels. A possiblegpknation is that including the current and
lagged value of each variable might give rise tdticnllinearity. The F-test for the joint
significance of the lagged independent variablaasgnificant (p=0.3352). Without lagged
values, indeed some of the variables improve imseof the statistical significance, which
suggests that the suspicion of multicollinearityynize justified. The regression is well
specified (p(AR2)=0.860; p(Hansen)=0.646) and ihur final specification. The Wald
tests (p=0.000) suggests that all the right-hadd-segressors are jointly highly significant in
explaining growth. Observed individually, some loé¢ regressors are statistically significant,
some are not, but all of them have the expecteu &gl magnitude. The lagged dependent
variable has the expected positive coefficient.ab8, which is below one and is in line with
the literature (Roodman, 2008a), pointing to alstalynamic process. The convergence rate
estimates that if country’s initial GDP level isMer by 1%, the economy will, on average,
grow faster by 2.47 percentage points, which cdaddexpected and is in line with other
findings (Barro and Sala-i-Martin, 2004), but theefficient lacks statistical significance. All
other regressors have the expected sign and mdgnailthough only inflation, fertility rate,
trade openness and, in some specifications, gowsrneonsumption and investment, are
significant at conventional levels. Table 4 compates system-GMM estimate of the lagged
dependent variable with the FE one (which is, oerage, downward biased) and with the
OLS one (which is, on average, upward biased).fldding is within the range given by FE
and OLS estimators (Boret al.,2001; Roodman, 2008a) which supports its validity.

" Our general principle in all specification wasetgand the number of instruments until Hansen'slpe/

deteriorates, i.e. approaches 0.25 or unity.

a7



Table 4. Comparison statistics of System-GMM with QS and FE in terms of the
estimated coefficient on the lagged dependent vab& (RR classification)

FE OLS System-GMM
Growth(-1) 0.118 0.232 0.158
AR(1) (p-value) 0.000 0.607 0.000
AR(2) (p-value) - - 0.860
Hansen (p-value) - - 0.646

The variable of main interest — the de-faetxchange-rate regimds statistically
insignificant at conventional levels, although ghgns suggest that de-facto fixers deliver the
best growth performance. The insignificance of thefacto exchange-rate regime in
explaining growth is confirmed by the F-test of jbet effect of the regimes (p=0.1720).
Hence, the main conclusion is that the de-factchamge-rate regime is not significant in
explaining growth. The results are confirmed if gecification is applied to developing
countries only, reducing the sample to 139 cousitria these specifications also the de-facto
exchange-rate regime did not come close to conwaattisignificance levels. Columns (5)
and (6) of Table 5 present the estimates for tvabirdit sub-periods: 1976-1990 and 1991-
2006. The intuition behind this division is to ca the early post-socialism period (past
1991), when transition countries experienced acathg inflation and nearly all of them
subsequently established a form of fixed excharaje. rThe de-facto regime again is
insignificant at conventional levels in both pespdalthough coefficients in the overall
regression slightly differ between the two peridéisially, column (7) distinguishes de-facto
regimes between advanced, developing and transttonomies for the period 1991-2006,

but finds no different results.

Table 6 advances the issue by considering pegidareggome studies and findings
mentioned in section 2, argued that a peg deligarl/ benefits since it curbs inflation, but
long pegs strangle growth. To check for this, wekenan arbitrary cut-off of the pegs
duration at: pegs up to 5 years, pegs longer thiamt Shorter than 10 years, and pegs longer
than 10 years. All specifications are diagnostjcatilid. However, signs, magnitudes and
significance, and hence, conclusions are similghtse in Table 5. De-facto exchange-rate
regime and its duration are not significant in exphg growth, no matter the level of

development of countries or the observed sub-pgriod

& We do not run a regression for advanced-coungriesp because they comprise a sample of 30 cosnsiie
that N=T. In this case, it could be argued thatadyit system-GMM is not the best estimator. Refesetttion
3.4.2.
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Table 5. Growth regression under RR (de-facto) clasfication of exchange-rate regimes

Dependent variable: FE oLS System-GMM Developing Sub-periods 1991-2006 —
Real per capita GDP growth countries 1976-1990 1991-2006  Lev. of devel.
1) (2) 3) 4) ®) (6) (1)
Real per capita GDP growth(-1) 0.118*** 0.232%+* 0.157%*= 0.163** 0.167 0.295*** 0.298***
Initial GDP in 1975 - -0.192 -2.469 -0.455 3.875 -1.945 -1.551
Life expectancy at birth (inverse) - -0.422 33.276 14.424 10.707 -6.976 -11.084
Inflation -0.383 0.158 -2.649 -3.367** 4.820 3.107 2.673
Average years of schooling - -0.062 2.254 1.925** -2.650 0.037 -1.047
Log of fertility rate 0.119 0.00078 -11.978* 4.153 -6.831 -0.394 -0.544
Trade openness 4. 771+ 1.961%** 8.272* 12.880*** 7.384 0.210 1.327
Government consumption to GDP -23.068*** -7.453%** 13.436 18.389 13.807 0.561 8.085
Investment to GDP -0.032 0.014 0.775* 0.870 -0.446 0.196 -0.122
Democracy index -0.091 -0.058 -0.786 -1.162 -3.666 -0.229 -0.537
Democracy index squared 0.005 -0.015 0.073 0.155 0.492 0.028 0.023
Fixed ERR 1.206* 0.106 2.317 -1.564 0.415 1.160 3.382
Limited flexible ERR 0.446 0.312 -0.183 -3.004 2.572 -0.355 -0.918
Flexible ERR 0.022 0.149 1.134 -0.110 -1.090 0.025 0.303
Free floating ERR Omitted cat Omitted cat Omitted cat Omitted cat Omitted cat Omitted cat Omitted cat
Other cat. (dual market / free fal.) -2.073%** -1.766*** 0.124 -1.543 -3.670 -2.672 -2.804
A Log of population -87.489** -65.394*** -0.075 -117.391 -99.67 -80.729 -89.059**
Dummy for the Euro zone -0.716 -0.782** -1.788 - -2.081 -1.865 -5.153
Dummy for survivor bias 0.580 0.931 1.641 1.504 - -0.438 0.0067
Dummy for Latin A. and Caribbean - -0.765** 3.698* -0.147 -0.102 -0.414 -0.059
Dummy for Sub-Saharan Africa - -0.240 -2.704 -5.159 -0.757 1.288 2.794
Fixed ERR in Transition countries -0.480
Lim-flex ERR in Transition countries 3.786
Flexible ERR in Transition countries 4.079
Fixed ERR in Developing countries -3.852
Lim-flex ERR in Developing countries 1.307
Flexible ERR in Developing countries 0.478
Wald test (p-value) 0.000 0.000 0.000 0.000 0.000 0.000 0.000
AR(2) (p-value) - - 0.860 0.539 0.565 0.901 0.838
No instruments - - 54 52 36 48 56
Hansen (p-value) - - 0.646 0.662 0.617 0.308 0.505
Difference in Hansen (p-value) 0.572 0.746 0.684 0.365 0.454

Notes: *, ** and *** refer to a significance levef 10, 5 and 1%, respectively. All regressionsta@step system GMM. The Windmeijer (2005) corrdcttandard errors are reported in

parentheses.

The specification for the period 1991-2006 usedrtil level of real per capita GDP in 1990. Tleeel in 1989 is used as instrument to correcpfissible measurement error. Life

expectancy at birth refers to 1990.
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Table 6. Growth regression under RR (de-facto) clasfication of exchange-rate regimes — peg’s durati

Dependent variable: FE oLS System-GMM Developing Sub-periods 1991-2006 —
Real per capita GDP growth countries 1976-1990 1991-2006  Lev. of devel.
1) (2) 3) 4) ®) (6) (1)
Real per capita GDP growth(-1) 0.118*** 0.224*** 0.159** 0.136** 0.119* 0.287*** 0.276***
Initial GDP in 1975 - -0.317* -2.033 -4.603 8.889 -2.350 -1.280
Life expectancy at birth (inverse) - -0.537 21.952 14.598 41.597 -9.795 -11.856
Inflation -0.373 -0.012 -1.877 -4.138* 7.036 3.219 3.302
Average years of schooling - -0.048 1.562* 2.491* 2.889 0.124 -0.316
Log of fertility rate 0.101 0.068 -8.247* 1.691 16.845 2.389 3.621
Trade openness 4.816*** 2.049%** 8.771** 13.059*** 23.764 -0.644 -0.198
Government consumption to GDP -23.198*** -7.113%** 3.538 24.247 84.155 8.310 9.374
Investment to GDP -0.03 0.016 0.601* 0.784 2.817 0.149 -0.069
Democracy index -0.088 -0.092 -0.180 -0.2 5.125 -0.722 -0.363
Democracy index squared 0.0049 -0.01 0.017 0.023 0.604 0.073 0.001
Fixed ERR under 5 years 1.154* 0.975** 1.506 -3.937 10.984 0.102 -1.878
Fixed ERR 5 to 10 years 1.405* 0.557 1.458 -7.544 9.135 -1.848 -5.512
Fixed ERR over 10 years 1.312 -0.449 0.251 -16.384 9.978 -2.137 -5.956
Limited flexible ERR 0.461 0.304 -0.801 -3.410 9.488 -1.071 -4.856
Flexible ERR 0.040 0.131 0.332 -0.068 9.472 -0.433 -2.172
Free floating ERR Omitted cat Omitted cat Omitted cat Omitted cat Omitted cat Omitted cat Omitted cat
Other cat. (dual market / free fal.) -2.068*** -1.724%** -0.934 -1.074 10.613 -2.996 -3.995
A Log of population -87.631%* -66.026*** -31.845 -70.086 218.957 -93.556** -92.09**
Dummy for the Euro zone -0.768 -0.836** -1.423 - 4.284 -0.037 1.35
Dummy for survivor bias 0.598 0.848 0.939 1.504 - -0.714 -0.796
Dummy for Latin A. and Caribbean - -0.681** 2.652 3.018 6.681 -1.149 -1.427
Dummy for Sub-Saharan Africa - -0.128 -1.651 -1.380 5.112 1.004 1.921
Fixed ERR 5 in Transition countries 3.044
Fixed ERR (5-10) in Transition
countries 7.698
Fixed ERR 10 in Transition countries 7.325
Fixed ERR 5 in Developing countries 5.338
Fixed ERR (5-10) in Developing
countries 4.238
Fixed ERR 10 in Developing countries 1.621
Wald test (p-value) 0.000 0.000 0.000 0.000 0.000 0.000 0.000
AR(2) (p-value) - - 0.939 0.536 0.519 0.802 0.921
No instruments - - 58 50 40 52 60
Hansen (p-value) - - 0.693 0.740 0.439 0.440 0.637
Difference in Hansen (p-value) 0.738 0.649 0.306 0.430 0.732
Notes: *, ** and *** refer to a significance levef 10, 5 and 1%, . For others, see Table 5.
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The above testing-down procedure is repeated \Wighde-jure (IMF) classification.
The regression is well specified, according to thagnostic statistics (p(AR2)=0.724;
p(Hansen)=0.191). The coefficient on the laggededdpnt variable is within the range
established by FE and OLS and hence, this supp®ralidity.

Table 7. Comparison statistics of System-GMM with QS and FE in terms of the
estimated coefficient on the lagged dependent vabke (IMF classification)

FE OLS System-GMM
Growth(-1) 0.124 0.248 0.219
AR(1) (p-value) 0.0000 0.3984 0.000
AR(2) (p-value) - - 0.724
Hansen (p-value) - - 0.191

Table 8 takes the issue further. Contrary to théad® classification, in the overall
specification, the IMF's de-jure classification tfe exchange-rate regime reveals some
significant effect on growth. Namely, estimates gagj that a de-jure peg performs better
than de-jure float with a magnitude of almost 4 pahile de-jure flexible rate delivers better
growth performance with a magnitude of about 2 pdence, studies that use de-jure
classification and terminate their investigationthits point, might end up with invalid
conclusion. Namely, this discrepancy compared éadnfacto classification disappears when
specifications for developing countries and two -pehiods are observed; in those
specifications de-jure exchange-rate regimes asignificant in explaining growth. For the
same reasons specified above, column (7) in Tablif&entiates transition, developing and
developed economies, but finds no different resulth the other coefficients in the
regressions are of similar magnitude and sign anvde-facto classification is used and this
is a kind of robustness check of the obtained tesGlonsidering the duration of peg yields to
similar conclusions — insignificance of peg (duwajiin explaining growth and hence it is not

reported.
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Table 8. Growth regression under IMF (de-jure) clasification of exchange-rate regimes

Dependent variable: FE oLsS System-GMM Developing Sub-periods 1991-2006 —
Real per capita GDP growth countries 1976-1990 1991-2006  Lev. of devel.
1) (2) 3) 4) ®) (6) (7)
Real per capita GDP growth(-1) 0.124*** 0.248*** 0.219** 0.146* 0.091 0.336*** 0.360***
Initial GDP in 1975 - -0.15 0.827 -0.039 -3.031 -3.631 -0.069
Life expectancy at birth (inverse) - -0.279 15.067 11.321 6.532 -18.507 -5.643
Inflation -1.277%* -0.831 0.674 -2.999* -1.688 4.624 3.421
Average years of schooling - -0.074 0.926 2.328* 3.096 -0.173 -0.958
Log of fertility rate 0.428 0.077 -3.878 7.0 -0.165 2.426 -0.283
Trade openness 4.007*** 2.468*+* 5.541 14.07** 31.196 -0.614 -5.060
Government consumption to GDP -23.16%** -6.82%+* -34.085 4.024 -3.680 -3.770 -26.776
Investment to GDP -0.007 0.003 0.054 0.727 -0.371 -0.126 -0.013
Democracy index -0.362 -0.229 -0.307 -1.873 -2.05 -0.248 -1.817
Democracy index squared 0.034 0.003 -0.016 0.221 0.407 -0.112 0.143
Fixed ERR 0.435 0.012 3.884x* 3.138 1.412 2.853 3.381
Limited flexible ERR 0.329 0.202** 1.128 -2.875 3.718 1.570 0.620
Flexible ERR 0.348 0.495 2.166* 1.344 4.881 2.076 12.962
Free floating ERR Omitted cat Omitted cat Omitted cat Omitted cat Omitted cat Omitted cat Omitted cat
Other cat. (dual market / free fal.) -0.666 -1.776 -8.252 -3.61 1.079 - -
A Log of population -94.227%* -64.77%* -49.797 -113.017 4.560 -99.55* -57.152**
Dummy for the Euro zone -0.393 -0.91%+* -1.266 -7.513 -2.459 -4.061
Dummy for survivor bias 0.923 0.656 0.127 2.444 -1.301 -0.617
Dummy for Latin A. and Caribbean - -0.834*** -0.693 -1.177 -0.388 -2.505 -2.143
Dummy for Sub-Saharan Africa - -0.287 -1.367 -5.904 -4.138 2.709 0.646
Fixed ERR in Transition countries -0.924
Lim-flex ERR in Transition countries 2.892
Flexible ERR in Transition countries -10.599
Fixed ERR in Developing countries -3.348
Lim-flex ERR in Developing countries -0.790
Flexible ERR in Developing countries -13.309
Wald test (p-value) 0.000 0.000 0.000 0.000 0.000 0.000 0.000
AR(2) (p-value) - - 0.724 0.460 0.612 0.415 0.461
No instruments - - 54 52 36 44 52
Hansen (p-value) - - 0.191 0.345 0.756 0.197 0.557
Difference in Hansen (p-value) 0.143 0.638 0.980 0.145 0.749

Notes: *, ** and *** refer to a significance levef 10, 5 and 1%, respectively.

reported in parentheses.

All regressionstaue-step system GMM. The Windmeijer (2005) corrdcdtandard errors

The specification for the period 1991-2006 usedrihi@l level of real per capita GDP in 1990. Tlegel in 1989 is used as instrument to correcpfmssible measurement
error. Life expectancy at birth refers to 1990.
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In general the conclusion, having encompassinghabretical and modelling aspects
discussed in section 2 and Petreski (forthcomimagd in this study, is that the empirical
evidence suggests themchange-rate regime does not affect output groadgha general rule. No
empirical grounds were established that coeffis@ntthe regression suffer the Lucas critique.
Observing two sub-periods or developing countregstb the same conclusion — insignificance
of the exchange-rate regime. Observation of théad® versus de-jure regime does not matter
in that respect. Specifically, although de-factassification accounts for the actual behaviour of
the exchange rate, any capital controls and anwldation or crises episodes which were all
apparent in the developing, including transitiompreomies during 1990s and early 2000s,
conclusion is the same — the exchange-rate regoese ot affect economic growth, no matter of
the regimes’ classification, observed time periadiavel of development of countries. The
duration of peg is not important either. The dunatiand developing-countries group was
especially considered for the period 1991-2006¢emrod in which episodes of devaluation and
currency crises were observed, which might havgeglaa role in affecting growth. However,
this was not the case. The empirical findings sagdgeowever, that there is very marginally
significant positive effect of an exchange-rate pg growth according to the de-jure

classification for the entire sample, but is in#igant in all other de-jure specifications.

7. Conclusion

The aim of this study was to articulate the argus@s to the relationship between the
exchange-rate regime and growth present in thelitee and to empirically investigate whether
and how the exchange-rate regime affects outpwthrdoy addressing some of the drawbacks
in the current empirical studies. At theoreticalele the directions in which the regime may
impinge on productivity, investment, trade and thars the output growth are plentiful. Mainly,
theoretical considerations relate the exchangeetiezt on growth to the level of uncertainty
imposed by flexible option of the rate. However,il@hreduced policy uncertainty under ERT
promotes an environment which is conductive to pation factor growth, trade and hence to
output, such targets do not provide an adjustmeahianism in times of shocks, thus stimulating
protectionist behaviour, price distortion signafel gherefore misallocation of resources in the
economy. Consequently, the relationship remaingrdduand requires more in-depth empirical

investigation.
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The review of the empirical studies, however, cama conclusion neither. Whereas one
group of studies found that a pegged exchangestabellates growth, while a flexible one does
not, another group concluded the opposite holdsiebieer, a third group of studies came up
with no effect or inconclusive results. The lattauld be due to a measurement error in the
exchange-rate regimes’ classifications (Levy-Yeyaid Sturzenegger, 2002), divergences in
measuring exchange-rate uncertainty (Du and Zhod. R6r sampling bias (Huang and Malhorta,
2004). A great part of the studies focuses on Hrarpeter of the exchange-rate dummy, but do
not appropriately control for other country chaesistics nor apply appropriate growth
framework (Bleaney and Francisco, 2007). Also,iisee of endogeneity is not treated at all or
inappropriate instruments are repeatedly used (gluand Malhorta, 2004; Bleaney and
Francisco, 2007). Very few studies pay attentiothi capital controls, an issue closely related
to the exchange-rate regime and only one study fhésissue in the context of monetary
regimes. Du and Zhu (2001) add that results fromynaanpirical studies differ among counties
when the same method of examination is applied ewsh for the same country at different

points of time.

An overall critique of the literature examining thelationship between exchange-rate
regime and growth is offered by Goldstein (2002)o8e assertion from the beginning of this
study might be helpful: as a nominal variable, &xehange rate (regime) does not affect the
long-run economic growth. In addition, the empiriegidence is condemned because of growth-
framework, endogeneity, sample-selection bias aedsb-called peso problem (which arises if
the sample period does not include instances okitige of severe economic stress that can lead
to foreign exchange system demise). Moreover, @ rtfajority of studies, parameters in the
regressions are time-invariant which might be peotatic, because conditions on the world

capital market changed, especially since the erldeoBreton-Woods system.

For the purpose of the empirical investigation, iaimally specified growth model has
been defined. The study addressed other importsoes, which are presently - partially or
entirely - missing from the exchange-rate reginiesdture. Namely, the investigation contrasts
use of the de-jure (IMF) versus a de-facto (Reinterd Rogoff, 2004) exchange-rate
classification; draws attention to the Lucas cuégqi.e. how parameters in the equation may

change when the exchange-rate regime changes;istusses and addresses the endogeneity
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bias, present in the growth and exchange-rate-esgiliterature. The empirical investigation
covers the post-Bretton-Woods era (1976-2006) adddes 169 countries.

A dynamic system-GMM panel method has been usedctmunt for the potential
endogeneity of the lagged dependent and all indbgrenvariables in the growth regression, by
using valid lags of explanatory variables' leveltsl @ifferences as instruments. The validity of
the included instruments is acceptable when judnethe appropriate tests. The main finding is
that the exchange rate regime is not significanexplaining output growth. No empirical
grounds were established for the coefficients i@ tagression as suffering from the Lucas
critique. Observing two sub-periods or developiogrdries only led to the same conclusion —
the insignificance of the exchange-rate regimeng#he de-facto versus de-jure classification of
exchange rates did not matter in that respect. iffgly, although the de-facto classification
accounts for the actual behaviour of the exchaage including any capital controls and any
devaluation or crises episodes, which were all epypan the developing, including transition,
economies during 1990s and early 2000s, the caodlus the same — the exchange-rate regime
does not affect economic growth, no matter thesdiaation, observed time period or level of
development of countries. The duration of peg ® alot of importance. The duration and
developing-countries group was especially consaleyethe period 1991-2006, with numbers of
episodes of devaluation and currency crises, wkiehe expected to have played a role in

affecting growth. However, these expectations piddneorrect.

Reverting to the general findings, though, if thelange-rate regime, as a nominal
variable, is found not to affect growth, then itgi be important in affecting its departure from
the long-run level, i.e. the output volatility. Fouer research should examine if the exchange-rate

regime is significant in explaining output volali
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APPENDIX A —Variables

A.1l. Growth variables: definitions, sources and exgcted signs

Df

Variable Theory and Source Notes
expected sign
Dependent variable
Real Per Capita | GROWTH IMF, World This variable is expressed i
GDP growth Economic Outlook | percentages (i.e. value of 3
refers to 3% and is not
settled as 0.03).
Independent variables
Initial values
Log(Initial Per LGDP75 Neo-classical IMF, World Observation for 1975 (1990
Capita GDP) LGDP9O (for | theory - Solow Economic Outlook | — a predetermined variable.
regressions | model (-) Earlier values (average ove
1991-2006) 1970-1974; and value in
1989) are used in the list of
instruments in order to
lessen the tendency to
overestimate the
convergence rate because
temporary measurement
error in GDP
Life expectancy at| LIFE1 Neo-classical World Bank An observation in 1975
birth (reciprocal LIFE2 (for theory - Database (1990)— a predetermined
value) regressions | Augmented variable. The reciprocal
1991-2006) | Solow model (-) value is multiplied by 100 to
avoid parameter with many
decimals.
Log of Population | LPOPUL Neo-classical | IMF, World Exogenous
theory - Solow Economic Outlook
model (-) UNSD, Demographic
Endogenous statistics

theories (+)

Policy and object-to-policy variables

Educational EDUC Neo-classical World Bank Average years of secondary
attainment theory - Database and higher schooling,
Augmented observed as average values
Solow model (+) over 5-year periods for
1985-2006. Previous values
are unavailable.
Log of Fertility LFERTIL Neo-classical UNPD World Total lifetime live births for
rate theory - Solow Population Prospectg, the typical woman over her
model (-) 2006 expected lifetime. It enters
as a log of the averages
1985-1990; 1990-1995;
1995-2000 and 2000-2005.
Previous and annual values
are unavailable.
Government GCGDP Neo-classical IMF, World Ratio of nominal

consumption ratio

theory - Solow

Economic Outlook

government consumption to
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model (-) World Bank

nominal GDP.

Endogenous estimated
theories (-)
Trade openness TO Neo-classical | IMF, Trade Statistics| Ratio of export plus impor

theory - Solow
model (+)
Endogenous
theories (+)

over two over GDP.

Investment ratio

INVGDP Neo-classical | IMF, World

model (+)

theory - Solow Economic Outlook | formation to GDP.

Ratio of gross capital

Inflation rate

INF Neo-classical IMF, World

theory - Solow Economic Outlook

Consumer price inflation

model (-)
Endogenous
theories (-)
Exchange rate RRx Exchange-rate | Official IMF X represents the type of
regimes IMFX regime theories | classification ERR: 1 —fix; 2 — limited
(insignificant or | De-facto flexibility; 3 — flexible; 4 —
sign mixed) classification by free float; 5 — free falling
Reinhart and Rogoff | (RR only); OT —other (like
(2004) dual markets; IMF only)
Institutional variables
Democracy index | DEM Theory of Freedom House The index of political right
institutional

factors of growth
(-); squared term

)

("2

A.2. Full specification of dummy variables

Notation | Value 1 | Value 0 Source
Exchange-rate regimes
RR1 If fixed Otherwise De-facto RR

classification

RR2 If limited-flexible Otherwise De-facto RR
classification
RR3 If flexible Otherwise De-facto RR
classification
RR4 If free float Otherwise De-facto RR
classification
RR5DUAL If free falling or dual market Otherwise Becto RR
classification
IMF1 If fixed Otherwise IMF web
IMF2 If limited-flexible Otherwise IMF web
IMF3 If flexible Otherwise IMF web
IMF4 If free float Otherwise IMF web
IMFOT If dual market exists Otherwise IMF web
Other dummies related to the exchange-rate regime
EURERM If a country belongs to the Euro zone ard th | Otherwise Eurostat

ERM Il - 12 (mainly the period 1991-2006) + U
in 1991 and 1992

K

Survivor bias
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SURVIVOR

If in the particular year inflation rateaeds
30%

Otherwise

Based on CPI
measure; IMF, World
Economic Outlook

Geographic groupi

ngs

LATCAR

If the country belongs to the regidatin
America and the Caribbean:

Argentina; Belize; Bolivia; Brazil; Chile;
Colombia; Costa Rica; Dominica; Dominican
Republic; Ecuador; El Salvador; Grenada,;

Mexico; Nicaragua; Panama; Paraguay; Peru;
Kitts and Nevis; St. Lucia; St. Vincent and the
Grenadines; Suriname; Uruguay; Venezuela.

Guatemala; Guyana; Haiti; Honduras; Jamaica;

Otherwise

World Bank
groupings

SAHAR

If the country belongs to the regi@ub-Saharan
Africa:

Angola; Benin; Botswana; Burkina Faso;
Burundi; Cameroon; Cape Verde; Central Afric
Republic; Chad; Congo, Rep; Céte d'lvoire;
Ethiopia; Gabon; Gambia, The; Ghana; Guinea
Guinea-Bissau; Kenya; Lesotho; Liberia;
Madagascar; Malawi; Mali; Mauritania;
Mauritius; Mozambique; Namibia; Niger;
Nigeria; Rwanda; Sdo Tomé and Principe;
Senegal; Seychelles; Sierra Leone; South Afrig
Sudan; Swaziland; Tanzania; Togo; Uganda;
Zambia; Zimbabwe.

Otherwise

L

a,

World Bank
groupings

Development grou

pings

ADVAN

Developed (advanced) market economies
Australia; Austria; Belgium; Bermuda; Brunei
Darussalam; Canada; Cyprus; Denmark; Finla
France; Germany; Greece; Hong Kong, Icelan
Ireland ; Italy; Japan; Rep.; Kuwait; Luxembou
Netherlands; New Zealand; Norway; Portugal;
Qatar; Singapore; Slovenia; Spain; Sweden;
Switzerland; United Arab Emirates; United
Kingdom; United States.

Otherwise
nd;

ik
g

World Bank
groupings, Group
high-income countrieg

TRANS

Transition markets

Albania; Armenia; Azerbaijan; Belarus; Bosnia
Herzegovina; Bulgaria; China; Croatia; Czech
Republic; Estonia; Georgia; Hungary;
Kazakhstan; Kyrgyzstan; Latvia; Lithuania;
Macedonia; Moldova; Mongolia; Poland;
Romania; Russian Federation;
Serbia/Montenegro; Slovakia; Slovenia;
Tajikistan; Ukraine; Uzbekistan; Vietham

Otherwise

SSRN

DEVEL

Developing economies (includes transition
countries)

Albania; Armenia; Azerbaijan; Belarus; Bosnia
Herzegovina; Bulgaria; China; Croatia; Czech
Republic; Estonia; Georgia; Hungary;
Kazakhstan; Kyrgyzstan; Latvia; Lithuania;
Macedonia; Moldova; Mongolia; Poland;
Romania; Russian Federation;
Serbia/Montenegro; Slovakia; Slovenia;

Otherwise

Tajikistan; Ukraine; Uzbekistan; Vietnam + All

Residual
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| the remaining in the sample

APPENDIX B — Descriptive analysis

B.1. Growth under alternative regimes and classifiations (whole sample)

B.2.

Average growth rate

RR (2004) de-facto

classification

IMF de-jure
classification

fixed 2.18 1.81
limited-flexible 2.69 2.53
flexible 2.05 2.64
free-floating 2.39 2.08
free falling 0.52 n.a.

Growth under alternative regimes and classifiations (countries’ development level)

Average growth rate

Reinhart and Rogoff (2004) de-
facto classification

IMF de-jure classification

Advanced Developing Advanced Developing

economies economies economies economies
fixed 2.21 2.17 1.95 1.79
limited-
flexible 1.64 2.94 2.24 2.62
flexible 2.04 2.05 2.34 2.68
free-floating 1.65 2.64 1.94 2.11
free falling -0.26 0.55 n.a. n.a.
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